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A Surrey ;f ths Theory of Selective Information 

and Sot» of i'&s Behavioral Applications1 

Part I« The Discrete 11160x7 
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1» Introduction 
mmmmmmmmmmmmmm*mmm 

There is a widespread belief - most forcefully articulated by 

Norbert Wianer [99] - that «e as5« undergoing a new scientific resolution, 

one comparable in scope and scientific significance to that of the last 

century; bat where the dominant concepts in the previous development were 

energy, power» and efficiency, the central notions here are information^ 

communication, and feedback. Many current problem« st&sa from attoapts to 

transmit information and to exercise control effectively rathar than to achievy 

an efficient use of energy; little more than chaos would result, for exxmple, 

were the design of a high-speed computer approached from the energy standpoint« 

"Information is information, not matter or' energy, No materialism which does 

not admit Lhl« can surviv? at th» present day." [p. 155, 99]. 

What then is information? How is it measured? What scientific 

statesients can be made using the tern? 

Several schools of thought have developed, er.eb giving its own 

answers to these questions. In this report we propose to examine the answers 

r 
1» Host often the title * information theory' is used without tho prefix 
'selective' j however, sosse feel that the simpler title is misleadiagjj especially 
binoe there sxists r. theory cf stroetny*! Information and ens of semantic 3.nformation<, 

I  
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of one of these schools «ad to indicate sons eousequenees for problems of 

psychology. But bsfore ve torn to this, a certain amount of background material 

on the history* orientation, and relation of information theory to other theories 

is appropriate. 

It is clear that if Wiener end others are correct in their views, 

the intuitive concept 'information' must be given at least one preciee meaning 

and maybe moreo Considering the variety and vagueness of its meanings in 

everyday usage, it is an & priori certainty that objections will be raised 

againat any particular formulation, which will surely ignore soms of these 

»eanings» This problem - if it be such - has been met many timee in. science} 

we need only think of words and concepts like force, energy, work, etc. It 

is doubtful that a formal definition ever stands or falls because of such 

debates} it is rather the power and depth of the resulting theory «mich 

dbtcsraines its ultiiwite fate. 

Within the lnet two decades two distinct attempts have been made 

to deal with the notion of information, one in Europe, and one in America} 

these have been complementary rather than competitive. Beth theories seem 

to have arisen from much the name elans of applied problems t communication 

involving electrical signals»  The European school, in which the names of 

(labor [21, 22. 23, 2U, 25* 26] a^d MsicKay [5U, 55, 56] are the most important, 

has beisn concerned with the problem of the information contained in a representa- 

tion or a physical situation» As seems intuitively reasonable, the concepts 

of else and dimensionality are important here. In America, largely as the 

result of work by Wiener [999  100] and Shannon £87, 88, 89, 92, 93, 9U] a 

theory of inforn»t;Löa tü-aasEissien has developed \rho»>.» .luminant concepts are 

\ 
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those of selection, statistical possibilities, and aoiseo 

ID this report we shall not go into a detailed study of the notions 

of structural and metrical information (the European school), for this theory 

has had, so far as we have determined, almost no effect on behavioral applica- 

tions. Of interest to the behavioriat, how«ver, is the apparently overlooked 

fact that the basic concept of structural information theory is identical to 

the central assumption of factor analysis* Both theories are concerned with 

the number of independent dimensions which are required to represent a certain 

class of data, and the »"«*?' c«l »«del of any particular situation is ~JS a 

point in Euclidean n-spase. If we ars correct in this observation, it is 

Interesting that basically the same con-sept Las been independently arrived 

at by both the physicists and the psychologists, aw! it may be unfortunate 

that each is unaware of the work of the other* 

There are, of course, marked differences of emphasis which reflect 

the diverse origins and problems. For examples, the European information 

theorists have, in the theory of metrical isf ->riaaiioni examined in some detail 

the basic natural anits ir which the several dimensions can be scaled. Their 

examples are entirely drawn from phys:.cs and so it is not immediately obvious 

whether any of the scaling work in the behavioral sciences is an independent 

development of metrical inforrsation notions or whether they are totally differ- 

ent« On the ether hand, the factor analyst; have developed an elaborate 

matrix machinery suited to the determination of the apprcacim&te dime/ssionallty 

of the Euclidean representation of certain types of data* A comparable machinery 

«Bt'J*<'«.»»—J- 
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does not appear to exist in structural infoiiaation theory, thou«*, of course, 

the close relation of th« struaturai model to matrix theory is apparent 0 

Our concern, however, i3 with selective Information theory. The 

central observation of this theory is that for a great many purposes - in parti- 

cular in the design of communication equipment - one is never concerned with 

the particular message that is sent but rather with the cliss of all messages 

which might be Bent and the probability of the occurrence of each« HO are 

scarcely ever interested in the performance of a coraranicatxan-onginscx-iiig 

machine for a single input« To function adequately it must give a satisfactory 

performance for a whole class of input«, and this means a statistically satis- 

factory performa e for the class of inputs which it is statistically expect*« 

to receive." [p. 55» 99]o Prom this point of view, information 3a transmitted 

by a selection from among certain alternatives, and tho contention is that a 

selection of an a priori rare event conveys more information to the receiver 

than does one which is expected. This use of 'information' obviously ignores 

all questions of meaning. "It is important to emphasize, at the start, that 

we are nat concerned with the meaning or the truth of messages! semantics 

lies outside the scop« of mathematical information theory."  tp. 383, 7]. 

1. Carnap ancl Ear-Hillel [6] have presented a theory of semantic information 
which is based on Camap's work on inductive logic. Since their approach is 
different fron that of selective information theory, and since, as far as we 
know, there have been no behavioral applications of it, ve have elected not- to 
summarize it oere. It may, however, become important, and should therefore not 
be neglected by the serious student of^is area* 

! 
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It may bs useful to introduce at this point three cosmoon-sense 

observations which «ill be given a precise meaning in the presentation of the 

theory of selective information • precise tc the point where numbers can be 

attached to them. 

1« A person communicating over a noisy telephone line can get less 

across in a given period of time than he can ovsr a perfectly clear line» 

2-   Met every letter- nor indeed every word, of a message in any 

natural language is as important as every other one in getting the sense of 

the message. Per example, the missing letter in 'qjiet' or the missing word 

in »many happy ^m_mn==_m of the day' can be filled in, with a high probability 

of being correct, by anyone knowing English, and therefore in the above context 

they do not carry much important information. 

3« Every person seems to have a limited capacity to assimilate 

Information, and if it is presented to him too rapidly and without adequate 

repetition, tms capacity will be teteeeded and csaErmieat-i':»» will break dosm« 

As they stand, it is not immediately obvious that at. least seme of 

these statements are not concerned vith semantics? or, for that matter, that 

the whole problem of information transmission is not primarily .-semantics One 

major contribution of information theory is in showing that much of what is 

implied or suggested in these examples and others idles them can be given a 

precise and useful meaning by a statistical treatment« 

Wo shall delve into tliis more deeply in the following section»; 

but fir*t, lab us discuss briefly some of the origins of the theory and of 
i 

the developing interest of behavioral scientists in it.  Electrical comnnmica- 

1 
i 

i 
s 

1. A much !fso:?e complete history of both the American a&d European «chools has been 
given by Ghex-i-.y [7, Öj« 

aB" "" '  rm—i- Bin—iiiiiijuM, TIT «ru 
S!£te&2mm^tom3S8iägmi*m^*^sttmm2^il 
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tion engineers gradually had bees gaining experience in the handling and trans* 

mission of information since the early days of the telegraph, telephone, and 

radio, and during the 1920«s this experience began to be formalized as a theory» 

A most important early psper was that of Hartley [33] in 1928, where the log- 

arithmic measure so characteristic of modem information theory was employed 

in a simple form» The maturation of the theory, however* resulted from the 

Wiener Of !!oI=Ts and hi* former student C»E» Shannon 

Shannon'* papa«of 19L8 [87. 88] are now 

the classic formulation of the theory, though the acre mathematically inclined 

reader will find McMillan: 8 recent presentation of the central theorems more 

3atiafaet<fry [633 c 

Both Wiener and Shannon had much larger interests than improved 

electrical communication, and they sensed the wider implication* of the theory 

and of several related concepts - feedback being one of the most important« 

In a series of conferences and seminars dating back to 19U1 and continuing to 

the present, these concepts - sometimes classed under the title of "Cybernetics,* 

a word coined by Wiener for this somewhat nebulous discipline - and their applica- 

tions to the various behavioral sciences have been examined and debated. These 

meetings'* have been held largely in the East, many of thorn in Cambridge, aad, 

&* & ucnsequence, the impact of information theory, which has been so atrong 

along the Eastern seaboard, has been less marked in the West« 

Many of the empirical sciences dealing with human behavior - psycho- 

logy, linguistics, p^ysJology, biology, psychophysics, social psychology, neuro- 

1* In the introduction ta Ma book Cybernetics [99] s Wiener presents a detailed 
history of the early meetings. 

i 
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logy, meuioine, anthropology - have had i-epresentativsR at soce of those 

seminars} indeed, these men have organised and dominated many of the meet-' 

ings. From this there has emerged a small group of analytically inclined 

behavioral scientists who believe that information theory is» or can be, a 

useful tool in handling some problems in various of the disciplines. We shall 

try to indicate some of the uses, and the usefulness, of the theory in tne 

latter half of this report» 

Our organization of the material is into two parts• In the first, 

we shall try to present a motivated synopsis of the discrete theory of selective 

iiiTöiTüatioa» The presentation is most deeply iruluouceci by Shannon's, «1 though 

there has been some deoarture from his. IK W second part we shall be concerned 

entirely with application« of the theory to problems in psychology. An attempt 

has been made to group the papers discussed according to the conventional 

categories used in psychology. A short summary of Shannon's theory of con» 

tinuous commnnication systems appears in an appendix* While this thssry is 

of great importance is- electrical application, it has 3C far been of minor 

significance in behavioral applications, and so it was felt that it should 

be separated from the main body of the report. 

£• General Concepts 

2.1 Communication Systems 

Information transmission always occurs within a certain physical 

framework which in general may be called a communication system. Basically 

such a system consists of three central parts» a source of nessages, a channel 

s 
5 
1 
i. 
i 
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over which the Messages flow, and a destination for the messages. The source» 

which verr often is a human bssing, generates messages (and so information» see 

section 1.2.3) by making * series of decisions among certain alternatives» It 

in the sequence of such decisions that we call a meseage in a discrete system. 

These messages are then sent over the channel, which is uothing more than an 

appropriate raediuis whien ^^Läbliahes a connection hövlug ücc-tüiri physical 

characteristics between the source and the destination- Mechanically, this 

picture is incomplete, since the decisions made by the source must be put 

into a form which is salt-able for transaiasion ever the channel, and the 

signals coming from the channel must be transformed at the destination into 

stimuli acceptable to it. Thus, between the source »ad the channel we Intro- 

duee a transmitter which serves to "natch" the channel to the source, and 

between the channel and the destination we introduce a receiver which "matches" 

the channel to the destination. In other word», the transmitter encodes wie 

message for the channel and the receiver decodes it. A schematic diagram of 

the system is shown in Fig. 10 

{source} HTwmsaitter [ H Channel j—HPeeeiver \—>\ Destination { 

i 
i 
3 

'  | 

( 

Fig. 1 

It is entirely poiisibüe to have transmitters which so encode 

messages tuat it is not possible to design a receiver which xritU completely 

recover the original messages For example, if one ha? a receiver which an» 

codes all affirmative statements such as "O.K.,* "yesj* "all right*'* etc. into 

tU»VU«*tMiU:      •     • ;. tel WtvWMWxOiWI« 

~-S^KCMaKm,RK»»^Y!BraS":*£KaOTH*W*» 
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the fcftrafl signal; then no device can be lullt which will translate that signal 
• 

back into the particular word chosen by the source« A transmitter in which 

this is the case is «ailed singular» otherwise it is called non-singular» 

I (Those terns arise if one thinks of the transmitter as a maoy-oasy trecsfersa- 

tioa or as a one-to-one transformation.) VJhen the transmitter is ncn=singular 

it is possible tod eeign a receiver which i» capable of couplete recovery of 

the original message; in other words- there exists a receiver which Is the 
* 1 

IjirsTss  of the transmitter«, Throughout our discussion we snail assume that the       • 
i 
I 

transmitter is non-singular and that the receiver is its inverse- I- slfect;      %  I * 
1 

this ifloarjs that we can ignore them in our discussion and suppose that the 

source and destination are both matched to the channel <> 

Our abstract coranunieation system seems fairly c empiete except 

thai it does not allow for the posibility that more than one jrource may be 

using the same channel at the same time« Certainly this can happen« It 

occurs when« by mistake« one telephone line is carrying two conversations 

at once (crosstalk)» It also happens in telephone or radio communication 

when there is static in addition to the desired message* In all such cases 

the sessagss from sources other than the one under consideration - which we 

will simply call the source - cause interference with messages from the source. 

Such interference «aay be minor and may be of no effect on the intelligibility 

of the message, as for <acample in the usual low-level telephone static« or it 

may be most destructive»as when another conversation is cut in» Another example 

which one might te.->d to put into the same category of interferences is, say, 

the 60-cycle hum which is common to so many cheap radios aid which is eliminated 
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1K better scmnrunieeticu o/eUa» only by careful design, a lot of hard work, 

and a certain amount of lue?:» If the htm level is high enough it certainly 

cam lower the intelligibility of speech« However, there is an important 

difference between the problem or interference from hum and that due to static 
f 

or other conversations» The former is completely predictable, given a short 

sairpla to determine thf exact frequency, the phase, and the amplitude, and 
I 

so if it exists in the channel one can either build into the transmitter or 

into the receiver a network to subtract it from the resulting signal, leaving 

only the message» St/.tie, hiss, and crosstalk cannot be predicted ia any 

detail from «nr amovot of oast evidence about them} therefore, once they 

enter the channel, tljy cannot be characterized in full and then subtracted 

from the signal, but they must rather be accepted and compensated for in 

other ways» 

Thus in our abstraction we must conceive a second source (which 

may in fact be several lumped together) also feeding signals into the channel, 

which has ehe projsrty that (for the problem under consideration) neither the 

sours« nrr the destination can predict in detail the messages which will 

enaivite from it. T;e source or the destination may iiavö or äöy obtain efcati- 

stical data about >he nature of this «econd source, for example, in an electrical 

communication sy tern the average power of the »econd signal may be measured» 

Such a source is known as a noise source and «he signal it generates will be 

sailed noise»  Clearly, those are often relative terms and what in one context 

is noise may be tie message in another. This, then, cwpleto« our model of a 

1 
f 
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communication system, and it Is shown schematically in Fig« 2« 

Source Transmitter/ r^Jfoannel r°> Receiver! h\ Destination 

j Noise 

Fig. 2 

i 

I. 

Whan there is a noise source in a sysiea it is conventional to 

speak of the channel as being noisy» but it is well to keep in mind that this 

is but an abbreviated, and slightly misleading; vsy of speaking* The aoise 

signal is cot an invariant of the channel, as are its physical cbax«sterlstics» 

'".% is clear that one can chaagu the amount of noise in a system while keeping 

the physical characteristics of the channel, the source, and the destination 

the same« la any given problem under consideration;, the noise level will 

presumably remain constant and so it can be thought of as a property of the 

channel, but a« we sli-all see it is a property which must be han-lled wry 

differently is the theory from the physical characteristics of the channel« 

2„2 Noiseless Systems 

No ecKmiuBicstioB syste» Is tsmz noiseless in the sense tb&t there 

is no noise signal. For exac??!*. in any electrical system there must always be 

I  . i wui*m*m*&— 
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signals present which result from the random agitation of molecules - thermal 
i 

noise» This can be a serious problem in a high«gain amplifier, but it is not 

in a telephone. The point, of course, is that noise is not in and of iteelf 

bad, but only when it causes a significant interference in the messages sent 

by the source» The only pertinent feature of noise is whether it causes the 

destination to •think* a different message was sent from the one actually sent. 

Thus if the noise leva! is low compared with the signal level, so low that it 

does not significantly alter the message as it passes along the channel, then 

it may be completely disregarded and the system can be treated, as if there 

were no noise present«. 

Since we hare assumed by definition that the effect of noise is 

unpredictable in advance sxcept statistically, all we »ball be able to state 

about the effect of noise on message.? - and all we need to state - is the 

probability that it changes one signal into another« If the signals sent 

(in a given situation) are always received correctly« then we say the systa« 

(or the channel) is noiseless»  It must always be kept In mind that if we 

change the Isvol at v;hich the transraitte.r operates, or the level of the 

rrrfsft signs.!, we may change the system from a noiseless one to a noisy oneo 

Being noiseless is a property of the whole system and not of the channel 

In principle», it is not necessary to deal separately with the theory 

of the noirelcs« end noisy cases, for the former ±s but a special case of the 

latter» The presentation* however, i? simpler if we bring in the complications 

one at a time, so we shall examine the noiseless case first (section 1.3) and 

then the noisy one (section I.U)« 

^*TWWMMtti«a»MMMPBB^ 
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Use set of possible messages to ooe »ith bet am element, awl so far 

tare «as ao cboioe to bs nede, aad Ssas as» isfsijs&isa 

coaMbc tss=s-«tted* 

fhe gj*t£gga scrafitf.«* tberef«re j aaissr sbisb. infarastiem can be 

is when there 'Is a cfosiee betaeea tsro altÄrastive 

in seek, a eboiee bstwaes two aliemsM*es «lists 

aqpsl2y pfcfeafele» aad bassos tfte «xtraa* isfoarEaMaos is eosKiespid fyes a ebele» 

1" betwess two alterosM-ra* «ban tier are eqsatllr lUenlj,   Me 

•%aaa 
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c 

-la be ear unit of iaforaatiocu   Hat ia, «feaise<rer a choice is 

toe agrfcai «patOy HJteJy al*«raat3*BB (a© satter ata*, tfeaj- «are) «e 

«•«•w •J*!»*'   fgirin  Lt_L9f   #**  i•^^j^BSaaaarfclEjun, Imn   'wwin   t»af» iga*j•frrnfyf Wf Hy« 

log to &sma» f*ay proposed thai tfa» wit be called * bit. - a 

af Mnsf digit - «ad that tews %a ®tmamü& aeed.   QOX'öWB. [If] 

era *M=tt* ia e»**r to sssSd saeö eapressioos as *a kit off 

•sfcicb, aufertaeately» has <pite another ercsrytJay negndng, bat we shall 

to CASKS ssegs.   133 off «er w%mkmmtm afeewt iafassetias.. tiawswfwafoa, 

Can; «111 be g£s» ia tada anltj   «e shall, auk of a© maw «feifes 'Sa m ass» 

I sage»* or ihe*bite ta-aessitted per ssecsoV sr •ihe »bits F*T Stglisb letter3* 

| etc* 

$ Ä second intuitively desirable 
'  I 

I        that it sbeeld be additaTe, % «ball 
1 

• . j Caectieo 1*3.*)» bot «or the preset it is 

ß " f choices «re sate betaeea tao * ggtiMfi «qaaltjr llfcaly 

||  j total e£ two bits is tnaasftftted, j 

la aa exaapla ef bow the bit may 3* «sed, consider at?taf elaaeot« I 

|v - (tfaias: sf the* aa latter» ef aa »l?baäb>*t} is iMd each al^-as* is -^^slly | 

I      I likely to be elected*   Fartber, suppose tint ±&a s*r s a' slessests Is a£ I 

the foa» aP «bcx* B is aa inbagar«   %aa*fe»   «ban aa ataaant is efeasem iJrom 
f * 
I      - this set* bo* «9- bite of ±ifexsstica «3» toawysdg i.e-, for Wdm set, bat» 

1 nsagr bit« pair eleaest are there?   me tmmi&t is S.   'S« can easily she« that 

no aare then 1 bits» for .ensoose w» dirii* the set into fisif, east 
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halff betas ecapcsed of 2^     cisaaats.    The eleasst being eboess is in. 
S 

naif or the other . and the decision as to shica half it im in is a deeisloa 

between too ««si!? lUValy alternetdTss (since each al&aent has tie sane 

probability of being chosen) and. so it conveys one 'bit of infarnation*   Tele» 

that set- and dirids It in half» each half üCW consistir* of 2**     elenes&s* 
5 

i 

Ägair,.» iao ueclaiüs as to ahich of the two sets contains the desired el—ant 

is between tee esp-iaHy liielr alternatives* «fei so another Mi. of' inf ornsstioo. 

is +~-*mmLtfoea in. isolating it*   Contiaplng the pi-oc&ss sastil the eleaent is: 

we shall {rasant later« 

It« English alphabet consists of «? letters shinh s±th a spec«* 

eorasa^ period* gaanoolan* colon, end qaesiics. nark totals to 32 s 2" 

slsssats«   We?e ve to suppose thess 'to be «noses 1 wtaptviäant IJF «Mil *iüu ssjssl 

prafr**bdP ffctas \iasSch is 'jMsseatay falsa) then **-±£h Isttsr öf s. üwäm-äge scald. 

field .five bits of infersatloB,    'Jhile tMs 'is clearly .not a correct astir*!* 

of ".ha bite per latter in »igilsl. cross, it does stead as an apper bennd to 

this oabsF,    Later (section 11*2} we shall disoass aore precise ewtla£.i»e* 

wMfih abov that is .is actually sast&ibere between 1 and 2 bits- per latter. 

f    

J. 
X 

I 
I 
I 
! 
f 

isolatsd clearly reqsirwt S steps, «pd*assvüTrir,,g additivity- S bits of inforää- 
i 

tica an" taranaaitted*   73» fact that all the ejeagatis »«% asssssd te be 
s f 

eqaall/- Llkel? sbcold cuggsgt fast r»o schene can be devised to isolate the 
t * 

elBii—ili in feasr than I binary dssisioas*   this can be .UPOT«*^ to be. the case« 
! " j 
i te shall. .Tot pro*» it, for1 the eenclasion th*t tbere are 1 bits imr 87200! 

in this sit>attioe »ill foxios" frca svxh stronger and deemer results «men 
1 

i 
i 
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Ccntimdag vttfc s&s. esasapüBj obsam» that wS« « • £**, thee 

1 * lor-*« by 'iafSaiticn of ihs log-rltbs, sad so «a aa? «ay that is this 

sdtaat&oa there are log»:» bite of icfarasatioB. per elsaest»   He »ill find 

that cur eatsesT'*«* cüac-isrlai of' Axf'erisatiac tr&asmisaiaa results is leg» 

aritta&e neasorfc* slighti^r waare ©aEclio:t*!c. than this« 

3» The gjscggfca gSäSSäSBB 2BJSB 

TB tMü »eetica '9ft' shall dlseess »iat is kncwn as the discrete 
I 

noiseless oosHBmioatioa syst-es.   *S>e dsfffrsltioe of a noiseless sys&as has 
i 

been gt*ea. in sectioa 1,2.2, sad it- **r ** essm&nsoä hy sayiztg that ia such 
i 

m. sr gtss tbsr» la QfftÄT «ay eoofosion at the destinatiss as to HfoiCt SigiSl 
? 
; (of a kac.*s class of siesals) was esitted fey the transmitter,    IMs. of coarse» 
i R 

t 
dsaa ret aeas that «he signal rescired is ueeesaarlty identical tc aa «^gna». 

i i sent, Vüt osly that s& oca?asios eaa arise as tc -hat sigoal «as seat« 
•  if 

9» word, ^disersts- refers to the nature of the lafornatioa. scares» 

I   i 
a&i it describe© a snaoe «sash .generates neseages Iby teqporallx ordered. 

««rnsaaaces of seleetics-ss fro» a finite set of possicls choices»    T&ss, the 

> discrete case iadsdss a -vast azurnst of faadllar ©acmsiieaticij.» such as the 
1 

fj seleet'ioae Bade fra* as «l^sfcat. tc- generate surds and seatieaeea.   Bat the 

!     t, theory of this section does sot istfäaös sources shieh. -sen select free all 

scsitiaoon» tecimteä fasrtians: ce 'the interro! 0 to 1$   we bars catlised that 

theory I» tss appeefix«. 

i    1 
S    : 3.1 S^r'^isl Cysdty 

Si In 837" csssEinicaticci system the trassattlisir is -s-s ^Sossrsa as tv 

gag "sag 
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5 

mteii t&e magee to Ufa» eiaraa«l»   Sigpala ssaaatiag froa tbe tgaa—ittar, 

tödcb. are- sssaned to be la oas-bc-ot* «orrespoiiäeaee with the selseüixsts 

zade fc~ the source, ssv vircp&gated elomg tie channel«   Is far as this cnwwmlaa- 

tien process is ecHMrasäy Use relsraat effect of the pt^sieal eharaeterlsfcfea 

cf tbe chaatasl is to äste -±r^ böw «sqf <üfferect sigials «as be irasssitted 

CTsr it 'is. a given space cf tire.    Hough!?; this is «fest *Je mess bj the 

capacity of tbe channel.    Forsally, 1st 5(7) denote the -s^ssber of different 

sigssfls sJs&Sis satis?* ^Ise .£^>I-l«**i?*^ -ämft pnoavMssi 

5 »   sacfe signal can. be eaitbed bj the trauss±ti«r ea e .result of 

seleetieBs bj t&e sosree» 

&•   sxsh sisasl is ftfedsaibls si tfcr CSsae»!* i.e., each sigvl is 

eoespstlbls wife the physical characteristics cf the cascae!» 

sad ill.    «ach atgyJ is of darat-iom T tise acita» 

5!ro3s tbe .eSiseaseiiCia. cf seotioe. X«2~3, it is SBiggTsiee. (though by 

so aeaass prewed) that if each of these S(T) sigasüs «ere aqaeli;? lüoaUsr than 

there vosld tie logJuCT} bits of asxorsaüsei per gdgaal. of disrsidoa " tine 

io^HT) 
cCf) 

TT 

bits per si'saai per salt tSae*    ifcwj since it is« plsjjsdMa to s^pase that 

HEsisasE inforasaticc is transssitfsea wtea aach signal, is eqaaUgr likei^r, sad. 

aisse T* bare taksse S(T} ic be tbe largest amber of different signals ahich 

nar be taransaittcd ovsr the chsaeel in T bias tadtsj it is tbersf'sse xsssss»>ls 

to suppose that. C{1; is epproximbäly the rsadsna rcaier of bits cf iafaEsäaeisis 

I 
g 

M 

1 

i 
I 
* 
i 

. 
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psr gigral traBssdttibl» ever the channel is ess tins «nit.    Sire« thsra 

?«r> be only oes signal ce Use channel at « tioe, C(T) is mgfKQseSamtlttOf tfcs 

""<— iwaiier of bits «Men «an be .handlec by ike channel la salt *••***»• 

Bse ä^garlaafcton »»ill te«*S tw be better ttse larger «e take ?» so• s» fire 

lad to define tit eagactty C of ibe Cuasael to bet 

• 

* 
t 
I 

! 

i 
i 
• 

i 
1 
I 

8 
1 

r 

C   •   lias   5(T)   -   Ma       laeJtf?) 
T-*«o   ,  

Hair any practical ajpIieatiQa of fees concept use wieäk is to 

deteraii» 8(T) free» tbe physical characteristics, of tee chaaael or free a^r 

theorems a» nay derive TiMca iösolsre C.   In tfce next section we shall discos« 

aay iaöcartant essEopl» of Use first- procedara, and later« in. seetiOBt 1.3.7, 

we shall pwn ft theorea which las been. usc4 to agggmäss&m C empirically. 

3-2 k Sped»! CMS of f^an•**! Capacity 

Fox übe süssBÄ«. *e efaaU restrict csrsslrss %e S sjw>«i»3. das« e? 

trasEsitter-eöaaaei eoatenaidton vääct, possibly» is- best iüsstraied ay the 

tiMdllar ease of tbe dot-dssL telegraphy code«   tits sqppcsc thai at ai^y instant 

t&sne eltfear 'is «r is not a. signal oo tte wire cessseetSng the traasssitter to 

the 'receiver. & dot sill be Tepresmfaaa by cms tine «nit of signal and ooe 

«i« unit of 'no signal» asi a desk by üsree units, of sigatsl followed by one 

unit of no signal*    Between letters «e silo« tnree uolts of so sigMSl and 

between -jrcrds sis salts of so signal:    Prsbl«^? ceawate tie ejvnrel capacity, 

I i 
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Let va  define two different «tatet- for this system which we shall 

call «_ and a„« The system is in state s_ following either a letter or a 

word *pace, and it is in state a. following either a dot or a dash. Since a 

word or letter space can never follow either a wös?d or letter space« we kao* 

that the üüt signal after the system is in state a. saust be a dot or a dash, 

and that the nest state oust therefore be a2J however, wben the system is 

in state a4 it can be followed by any of the four possibilities and ac by 

either stats * «r ay= This is illustrated schematically in RLg 3» 

We are now in a position 

to generalise this in a natural Ban- 

ner v> a system having m possible states 

a-, a?>„.»;a and n possible sigoals 

S-, S_,,.,,Sa« When the system is in 

state *. thai! only m certain subset of 

the signals may arise; let S„ denote a 

T.T« .v — -1 m  rag. 

admissible S   together determine what the next state will be. Let us denote 
s (s) 

it a.» For all such possible triples (i,s,j) let b,, denote the tins; dure- 

tioc or the s  symbol* Obviously eert-*ln of the combinations cannot arist», 

e,g., in the telegraph case the triple (a-, word space, Sg) is not admissible 

(see Fig» 3), On the other hand, (&,, dajhj a2) is admissible and its b value 

is four tiäe units« 

The channel capacity of this system can be shown [8?j to be given 

i 

«•gcr^ww^^www »f." 

TOKiaaggwfcwt/Mfc, mm* 
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«tore ¥   is tlie largest »eel root of the «ästexaismtal eqaatice 

- 6ij! 

'u 
i  tr i - j 

0   if i *r j . 

! 

i      : 

.In the teifrgraja^r case, the grspii ef rig= 3 can 'be. pot in tie 

f öllflöiiig aaiarix f crat 

2iart State 

Stalte 
• 

a»,   jiettep or 

FroB. tads ire s» thai ü-e d=ter=fr*r 

«lot op dssfe 

OOt CJT "fl^ra 

«treaties feads 

I 
:!        —3. ••2 .     -»it. 

liT3^*"6        w"2*«-*8'-!! 
• 0 =   i    ^^.-/..5 w3 - w2 - i| 

Sülrlne for ¥   and m^mjtAy^ logJtf   we find tfesi- C - 0.539' bits per unit tine. 

CTTS nil! &s asSA sbcei efaaooal capacity befcsre we; arc dcsss, hot 

first it is Deoe&saiy to diseass tfce socrw« aad to caraelop s suitable saaasars 

»«• ^=* ~lwm**^i*Km 
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inftantioe. generated bjr aa? discrete soaree.. for the 

3.3 _ 

As es %ss*e said» we msamm that there is a »mate which takes selee- 

ticos (with wplaee—B<t) fro» * Halte set of elessate and that aes-sages are 

Seasrets^ !y *SBggggiIly «gjgwrt walMefctaas fron t5^i£ set«   UM sitaatisa we 

fcaro in. «dad is anaiegGas to the scsf we fam Ihglish senteesses h? wderwd 

eeLeetiaos of letters, blaafcs, «ad paactottica. car&s« 

A —it's reflection sboat ^Jnglian will stsggss* two i^crtactt 

statistical, facie «Kwt 

1«.   thaare is no Teases- to aappoe» that tbe prQcabiiltf that se 

«Tshol will be selected Is tbe mam es that for .mother sfxfecl: the letter 

*s( is sach less fräH*»tl7 used is fiftfl-fwh then is 'e»f 

Si.   Ss general, the choice of ens ^«wi is the Taridfflff of « wees»«* 

y^ii not be iaaepeodeot of tfcs pareeedtsg cäadess*   «Ssils '<•* ^*« a MA a nriari 

pn&ahilltr of beifig cbssen. the probability is swnm&kf reduced if the letters 

•sctaaööi' have alreecy bees recei-rsd ana it is aaxkacüf increased if the 

letters •aatoeeMl' isvs t-sea recettsee* 

iiMls sest fcassn; sosrces produce an jiiierdepeäsäeocs bets»» sfaboX 

selsctdxjras - sften. ealled iatsrsja-baL influences - there are s aae case« of 

irtdspeadena«. soeh. as the trsnsitis.3i3c of randans caafcsrs or of ss sse-oooeeted 

set of telecteaae isssS»«s.    In the next secti-» WE shall analyse the ease of 

iaöiwXä-asäest salscticsas sad! is. ssStica I«3*£ Äs mm?z cooplicsted ease «teere 

tte« .are dependencies* 

So deal with these problens of eyasaols «tuLsCted with different 

ssssBSÄEeaasrasss* 
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frequencies mud of the fategdtajwnd— of syribal selection, we «1*21 OcrriooBiy 

vaat to intcote« arcfestüit? sis'triircriions <?r-r tt* sei of amatols*    For this 

to asake sense» we «hall hsse to asstrae that the senree is boäesgeneoas Is 

tdja»; so that its statistical cf«raeter - asasOTed by say statistical p*ra- 

rsrter we ebocse - is the sane at GOB tine as at ear other tine»   Soch a source 

in said to be stationary   «ad the tine series (of «Tzfeol selectiona) is called 

a statiOTary täas series.    Hue assowption is essential to the theoryt    It is 

Cäjfi ^^i~" sssss plsssibls i'mr w«ny soirees sad. mot for' others {we.- shell retar*i 

to tiiis in pert II on applications)»   la aost esses* bowser, it is quite 

ülfflsalt to as svrs c raaself that a. source is etatienaryi the -rob la» is. very 

closely related to the difficulty in deciding «aether a parti e-üar finite est 

or issabers can be eooeidcred « typical saaple froraa reads» sequence»    The 

cwstltiof» s=r"•••*!•» haoeferj- to present w fro«* ess ä&i^srisg es ans soarse toe 

Mew Tee» glass frsss tise 3 to tine T end Igvestla fron Use f tc ti.se T% 

for "a» statistical strostora of aesa&gss in these too tine intervals will 

eertelniy be different — indeed, son» of the synbols will differ« 

Aaaasing a stationär?' soarce 5, we nay new is&roonce a little 

necessary notation,   lie let p(i) denote, the probability that, atrafcal ieS 

will be selected sad p(i, j ) the probability that synhcls I and jco will be 

selected in the order 1 and then J*    in generals p(i»i) / p(j*i} (consider, 

for eaaGsplSs q and n is BagjUsli)«    In general, if i^jig,».,,1^ is an ordered 

seqassee of syisöols»   pfr-ji,.....*..,.!. ) denotes the. probability of its OCCü*- 

i renco« 

/' TSae selection of s^abals ?s «*?d to be iaaapendent if for erwrr k 

' 1 • • " •**!»• S?» 

RasMUnm i^~ü 
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and erfsry |MB»wi**le sequence   i«»i>»»»»»tiw 

Lst us aswaae for the present xiaife xessagss as« generated by in— 

depeadeot seiectici» from a. discrete scarce t    Slatisticalljr, tics,  toe source 

is csonplsrtsly characterised by iJ» jrehabill*? diatriMfci'ai 

1*   The £s?eafcar «as© tfea t3??i&- fwa-I in t=-**;**» **»* second 'passage as against the 
fSi'st .Is interesting ia iMs ©omsetiiCSB» 

I 

. 

Befeee taming to «he analyr.is of tbe ease cf independent »alectiaes» 

it nay be of ial-ereo& w Indicate *sa? «f toe affects of Tarisas asssaecl 

statistical danassaesseies*   % shall paresent the output ssasratesi. fragt a 

aonree «osieh 'takes into eeeoont sane (bat sot all) of the statistical, stanaetare 

of English.    rSrst» ss^pcse list- sslsc*.-* »s» eass isäapsszsst bvt vit> the 

sincle freejwssel*« of RagliaS text»   11811% these frequencies asd & tatü» of 
-     I 

«Triers gathers, Sfeaa—a i 57] @easrsted 

OGSO HLX SOUR HKIüUflS BB XL SB2BSEBX&. "S ^2 MSüffimPÄ 
OOBTÜVA MB BET* 

Ifa bosrawsTj one Rffrnrl'tn intersvnbal. influence* one nay» for sja^ple3 

a nessage in vblca each select ice depends an the two preceÜAg ones. 

seen data far' föiglisb. ShsnaoB generated 

BJ si is* MX aHsr GBATICT recüEE BUS (Mjcm BMOBBX OF 
ßE£3K?ZÜ52S OF -SHE HBPTUHH IS 5DQQ££Z3m Ö? CSS 

i 
«sitter aessage irr fiagliab« bat the second is saae' BngUab than the first."1" 

3mh SafaraetSaa feasare -far Indepeadgat Selactici» 
———————— 

**ä^-a£&'£aSGSag2gL 
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of syAol as&EcticQ C7BF the c syabola of -Öse score« S.   13» goblet 2s to 

assign a msAer to tie scwc*; i.e.,, fee the probability dletrilnrtioti ?, 

which «ö Teei is a suitable «assure of the ««rage ancsst of iaf QMBSüOö 

per synbol in S.   Tfc***! «re at least feer ways to get to an ansfcsr (fortunately 

the sane, answer)» and sissee each reveals u-cEethisg of the siFsstar* of' the 

problen and sines the resulting statistic is of snch great- wj•pc»r*en5s, we 

shall present all foure 

Uhai «e vast is a function which assists a meter to each probabilitr 

dfetribsMoai   we nay dasste It by   fi - H[pCl), pt2) ••••- r(a}}« 

"Tbn first procedure» wtich Is heuristic and easily reneabsred, rests 

os accepting the arg-xaent of s^cticc I,?»l that vb*m thsp» are a • 2r    eqsnlly 

likely axcersstiveö* then a ssitaole •easore of the «soait of information is 

B • leg-**   'let. es extend this definition 'to n equally likely alternatives 

vber? n is now any intege?» i*e.> us «hall say there *se log^a bits per 

select!OB trots aaong n «faally likely selections»    Ikxt, if ve consider asy 

event of probability p • l/c, then we nay treat this event as one ancag n 

equally likely altarsatiws? and so *Le toftaasfcion involved in its selection 

is 
i 

Ffnsll^j. coosidsr an event of probability p (not 'necessarily tha reciprocal of 

an integer}? it is plausible to extend the above definitions farther and to say 

that    «leg-p bits of inf oa-aatiom are tranaaaltted by the occurrence of this 

«rent of probability p»    ?aas,. for the given source 5, the sslestisn of syxbol i, 

«Men oec-j» with pn&ssiJLity piii» transmits   -leg^li.) bits of SsfisasstSss? 

i 

***  i ii—i •»I1- 
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We sea that this has t*>e «017 rsaeeaahla upu^erl/ that aas. cccuriaace «f a 

•ery xvr» swsst txeaenlta m greet deal af iafana&iea and an eroat «tth 

probability mar 1 trasaa&ta» alaoet no lnforasfcis».*   QD the aaasfmge» hoajever» 

the «Booat of iafteae*f*t tareaeaitted Is tte «atpoc*Äi. '«iLs s£ * siBgle selac- 

t£ca fron the soarc*» l*e«f 

a 
H-   -I      pCiJlesgpCi)   WtcAssiel. 

Us* abea» «B^spaBstaa S* without a doabt 'the beat, kaowa aspect of 

IsTarsatlse tBecey». wad there sre reasons «** beLLe** 
I 

has bllauad scaas to the ecateat of the theory*    It la, ef coarse, nothing 

or lees than a rUtistieal paraaeter dtefiaad it«- ?n öiriributiaDS 

esd ese SäLöII la «Jail*«* to the larSaaeej   it afctaias* aesaSag,' aad -wmSat ia 

oajy tea «ays* fire*» aa it la gtsea * Egaadag 'is a «öwofy, and aseaad* «a. 

it oeeoaes a ecawaatisasalJy accept»*! way asf asssriaiBg «ertaia pheaoaeaa* I 
i 

SbaaaöB s&Hed 3 the aathraaag off the wmrSm tw «2*0 pnofiö'lgr of the däartrüsa- 

fflwaw easeee   j Wr 

statistical aeehaaiss aas. ia «sailed *m%Jtm§ there.   there ims besa. emalaar- 

able ecatroveray ar "ba wLether this is oaiy a forrcal similarity, or whethear 

i/bysleal «strcpy aad iefcaaatioa ave tao eleaeJy related, pheasgns,»    Sis is 

a point reqtfrias esrafal aaä sapsiatSi8ate«l *Siscöö«ica sad a rather uaeper 

*saavladgs ef p&yslca thaa a» caa. aassss here.   Ctestaia asShars have bees 

displeased with the: tear» -•atif'^spir* ss& thay hsre ^sed terns snea as the: 

/~" *eaeaat OB* lafosnatiaa* or the 'lafamatlaa»' the *öpecifleiiyl 



c 

: 

! 

i 
! 
I 
f 

: - 
i 

i 

!   i 

i 

f 

*26- 

and the ' unoa? t*ial»y cf the scuree»'    .for UB nost part» lumeTex * *tffllrf'J^j' 

1B ia*ä, «nd so «a shall ecplay it without oooBsitüag oareeXvas to the iden*Atgr 

of isfonoddon «ad phr*Lc*l mt&z&j* 

*3» eeooad procedure, «hieb nsay feel to be the siaplast ass aost 
i 

elegant, —to to a rigoroa* faraaintioa of the ftrat on»«   The teofcraqse 
i 

La to ststs fear intuitively acceptable eondiMaas «Men aast be set b? a 

J 
concept of the infarmtioa traassitted «ben a. s?zbol i is «eiset«!« given 

that the a oriori pröbwili» cf its ssiosticE «A» **«i)s    »Voa these* coadi- -"7" ^ 
tdcBB me «i«*"^ derife the euui<u§y ainmiftBuii'M*   they are* 

1«    IrtvirrBssf assomptioa*   The iafcrmtioa tasisaltted br a 

selection of i shall be a real sasfeä»- w» agaeade aaüsr on p(i) and not 

OB the probefcilitgr distribution swsr the other ajabola«   Thos. me aay denote M 
the lafftrsatton tcsssantted % r(pCi))* 

4   * 
2.   ContinHllgr «sssaEfjusa«    ftpCl)) shall bo a eonttow fcaeiina. 

ji p(i ;* f« ft f«t «aall «bang* in p(i) should result in c&Ijr * sassll change 

in the infornatta« tesawattted«. 

3^ Mdtiisitf as-sHBstien« If too inoepeaoeat select* <r*s i s^d J 

with probaMIitde« p(f) sad. p(j) are affected; then the isforaatiaa txuas« 

alttsd la the Joint «ela^iicß (y), Bhiah fees probability pCi&Ü) *£ oeanr- 
i 

ring should he the «jagle son of the Iafarnatioa treaeaitted by each of the 

seXeetlfios« i.s»» 

f(p(i)pC3»  •  fvp(i*) * f(p(J)). 

2u   Scale assts^AioB*   I»; oar diseasslon of the bit, me said that ft 

seleeiins with pwibeMlXfcr 1/2 sfcarX COBicr case bit, so we asarüase 

i 
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R foüBwa aaai2y Ihm 3 that    *tptt)   -  £ rv»   f«r itad a a» 5 

and am by the een^adly assaspiicB ftp1)   »   xflp), iar am 

' IsaggP   »   M*   Bot by ^ «fö/Z)*)   - x, eo     fCp) • fCÖ/^J* - a * - legjp» 

prnhaftmiy dia-esikaSiaB p(i} is 

s 
- Z   _pCiÄo»g^Cl). 

A tMxÄ lethod to actaia tb* aäwra äOTTWSäXCE , Bääü isteto 

P?J. ia s*-rfwr *o tta 2*st es« eseessi ib*t it äaala «its the' 

m^sStoMsm st SBSSSB,   Bss peeee&se« Is «o stetr « aasrias of tarnt * priori 

Masitiaa* üMet* it is f«It aast b* wt by aajr »asaw* «f **» 

p   ':;. i*   fbe «»rage- IsfaraaMaa teaaaulglwS ö&sll M a 

i;.;;. rtasettaa <sf tt» a ggg»w?fepCl)jpCS) ,.—* pfa), «Meb va amll 

! KpCll*pC2) »*«* ?*»>}. 

| Bart, it seecss reaaöti««!*, as .ia fcbe acesaä a**feoa, to 
! 

that if «a «BE« to cx„*cisr the d&atrlbuciae wy alS#iaV, tbaa 1 ÄsaM also 

aoiy slightly, so w requlr«- tfcat 

2.   1  ,.TT* be & ^cntiasKuB» A;3B2%£ö» is eaais of -i.ts a srgsa±j, 

Fartßar, a^poaa üB conatdar all sccrees for sfeich tie ayssbols 

lÄeJy* JUa.» pfi) • l^a*   Is a is iacMaaad äset® is nun 

by tin» e-vleetice of aee systcl ciaee ace» aessagas of a *±*ea 

^SÄ^:>-*---'--  *"-* •-»"• »**»<'"-   •—-v•..--,. ^••-:--...~•«,•..r^^ rS^S^Ä^ V •iS-Ä^^«-^.-^, ^ .' 
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length are possible, so we require 

3o Uhen p(i) • l/n for all i, then H is a raonotonically Increasing 

function of n. 

Finally, we wish to require that if tbe calculation PJ." the amount 

of infoniation in a source is divided into a e?r?es of subRalculations then 

the mode of subdivision shall not alter Its value» More exact!/, suppose 3' 

is a subset of S (which by relabeling we may always take to be the elements 

l*2****?e)« The set S* «en. of course, be treated as a single element s' 

with probability of occurrence 

p(s') = p(l) + p(2)+ ... +p(s)„ 

If H is known we can compute it for S, for the set with elements s:, s+1 s...» n, 

and for the set S* alone.  Our condition asserts that the first number shall 

be equal to the weighted sum of the last two, i.e., 

h»   H[p(l), p(2),...,p(n)j - H[p(3«),?(s+l),...,p(n)1 

n,(8.)HnBiÜ,£l2i,...^ft2"|. 
[p(s')p(s')  p(s»)j 

C 

From ti' e four conditions, each of which seems to be necessary, 

Shannon has shesm, in a manner net unlike that employed in the second methods 

that H must be cf the form 

n 
-K   2  p(i)logp(i), 

i - 1 

If wo choose the scale constant to be 1 and if we take the logarithm to the 

base 2, then the binary equally likely case has a valup of 1 (as it should iio 

be one bit), and we arrive once again a.i> the entropy expression 

...   ; •WM n -* n 



"A.'.-JW—'•!*« Ran 

V 
-29- 

! 
1 
!. 
| 

: 

( 

H » - ZpCi/ioggpd). 

Before we discuss any of the properties of H and relate it to the 

other quantity - channel capacity - which we have defined, we shall arrive 

at the expression for H from the fourth point of view0 The followis» argument 

is given by Fane [lU] and it is sirajuar to one by Shannon [57]0 A plausible 

iray to compare two different sources is to define a i-ecoding of any source 

wliich 'lakes into account the probability distribution of the source and which 

results In one of a set sf standard normal forms ox sources» If these normal 

forms are such that we can assign a number to sacl. in ar. intuitively?' accept- 

able way, then we have indirectly assigned a number to each source» Of course, 

the only sources we hive associated any numberj to are the binary equally 

likely ones« so it is laox-e than reasonable that we should attempt a receding 

into binary equally likely selections» 

This may be done In. the following manner» Form all possible 

messages of length r, i.e., those consisting eff r symbol«- and call this 

set R. Since the selections are independent» the probability of each mes- 

sage is simply the product of the probabilities of the ^dividual selections 

which make it up, hence we know the probability of each message. Thus we 

have a probability distribution over R. Divide R into a subset IL and its 

complement TL  with respect to R in such a mannor that the sum of the prob» 

abilities of messages in R, is as near 1/2 as possible * To each message in 

R, assign the d5.git 1 and to each in IL the digit 0, Now, divide* R. into a 

subset R0 and itö complement R* vith respect to R_ (not R). Afain the choice 

of R_ is such that the probability of messages in R„ is as nearly equal as 

..-., .•.-..•-*• —*. • -,. . .-. .— •- -r~ 

aamM 



9/ 

I 

L 

O 
•30- 

: 
* 

1 

( > 

possible to those in TL. To those messages in E„ assign & second digit 1, 

so new U is assigned to each message in R-. To those In 1L assign as the 

second digit 0, so 10 is assigned to each -isssage of TL* 6arry out a 

similar process in ft, leading to th«s numbers 01 and 00. Continue this 

•probability halving* until the classes contain single messages. In this 

manner each nsssage will have assigned to it a sequence cf binary digits, 

the length of the sequence being in large part determined by the probability 

of tne occurrence of the message - the more probable messages having fewer 

digits. 

An example may make the process clearer: 

Message 

B 
C 
D 
i? 

F 

•ft« first Jivision is between  ?A}  and  {B3CSD?E,F} . No further division 

of \A) is possible, aud the other set we divided into {.B.C^ and  (D,E,?^ 

These in tarn sere divided as (B) and {c3  and as {D} and {E,?} . 

The final division is of  (E,FJ  into (F) and {F} „ 

Such a coding as this i3 efficient in the sense that the fewest 

number of binary digits is assigned to the most, probable message and the 

largest number to the least probable ones* Now, one can ask how many binary 

dibits are required on the average par symbol when aweeages ef length r are 

ITobability first- second third fourth 

of occurrence digit digit digit digit 

o„5o 1 _ _ ». 

0.,13 0 X 1 «B 

0,12 0 1 0 - 
0.12 0 0 1 • 
0*06 0 0 0 1 
0.07 0 0 0 0 

**^^M^*&^amsnaw^ri)d&Mmhm&iet&msm!iz?£3* 
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considered«) That Is, for each message we multiply the number of digits 

required by the probability that the message occurs, sun these products over 

all messages, and divide the sum by the total number of eymbolo r in the 

message» Call this number H • In the above example H • 2.13/r bits per 

symbol* The lim H    is a number assign«? to each discrete source which 

both has; a plausible meaning and will serve to compare different sources* 

Fortunately, it can be shown that 

H - lim H  » - ZpCijlog-pd). 

Thus by four (really only three) routes we have come to the same 

statistic ma  the one which is appropriate to describe the average nature of 

the source. We can defend it in two further wayuj first, by stating some 

of its properties and by showing that they are reasonable ^tfr a measure of 

information, and second, by using it to make theoretical statements about 

the transmlssisn of information«. 

3*5 Properties of H 

A numoer of tluorems about R may be proved lu7]j as we »hall need 

them later, aad as they help to give a feel for H, we shall state them. 

i. H =- C, -zd " • 0 if and only If all p(i) except one equal zero, 

in other words, the entropy of a distribution is always non-oegative, s-sd it 

is zero if md only if the selection of one 3ymboi is certain. Intuitively, 

no information is conveyed when the selection is certain, and accordingly 

H « 0, 

iia The sngd&UR valus of K is log,n and this maxLaura ia achieved 

i 

• ij^miv 

v^assussssssiwsssssssassi 
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when and ooiy whan each p(i) = 1/n« 

In words» the maxiisufii average information transmitted per symbol is log^n 

and that maximum occurs when and only when each of toe symbols is equally 

likely» 

It is the above two results which have lad many authors to speak 

of II as the uncertainty of the source, for H has 5.ts maximum when what we 

think of as; vmeertainty is a maximum and its min3.mum when absolute certainty 

obtainsa 

iiitt Let any long message of II symbols be selected and suppose it 

has probability p of occurring, then - log_p is an estimator of H. 

This last result is, of course, of considerable importance in estimating 

H 5n practical situations, since in general all that can be observed is 

one message of some long duration« It must be pointed out +.ha.t shen this 

result is givea in precise mathematical language, it asserts that log«P 

almost certainly approaches H as M approaches infinity, i.e., the estima- 

tion schema is consistent, 

3.6 Non-independent Selections 

So far our discussion of the source has been restricted to the 

independent ease, which, .as wss po?^ited out, docs not include most sources. 

But cur efforts will net- bo lost, for fortunately we can readily carjy over 

the results for independent sources to the non-independent ease* 

!Je shall consider the selection of c:ie symbol from the set 

S * /l,2<...,n'J foilovad by a second selection (possibly the next one in 
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foraing a message, but we do not need to restrict ourselves to that ease). More 

fovnally, «s 1st z ana 7 bs randcu variables with range 3» The joint distribu- 

tion of x ss»d y is teiown and we shall, for ccE,Tsai.sscSi denote the probability 

that x » i end y * j by p(i,j)e In general, of course, p(i,j) / p(i)p'j) since 

the selections need not be independent. The distribution p(i,j) is now defined 

ever the product space SxS, but this differs in notation only from the arbitrary 

source we have considered earlier, and so our definition of entropy can be 

applied without alteration tc the distribution p(i,.l)o So we have as the 

entropy of the joint distribution of x,y, 

H(x,y) - - S p(i,jrXog^£i,j). 
i»3 

Similarly, the definition can be applied to the distribution «f the s^ndum variable 

x alone and to that of y alone, and so we have 

H(x) - - 2 p(i,j)log, £ p(i,<) 

iUESd 

-   -   2   pdJioggpCi) 

H(y)    -   -^     p(i,j)log2   Zp(lfj) 

( 

- - z  p(3)log^>(J) 
3 

where  p(i) - Z p(i,j)  and  p(j) - Z p(i,j). 
J i 

From these definitions Shannon [87] noted the following theorem! 

H(x,y) < H(x) • H(y). 

This result si.mp3y states that the intuitively desirable requirement that the 

• !»^V^.»S<5Miai««*««l»«<<S«P»*J«W» 

8E9K 
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entropy (or uncertainty or information transmitted} of the Joint distribution 

be no more than the scan of the entropies in the two distributions separately 

is fulfilled» In addition» Shannon shoved that 

H(x»y) • H(x) + H(y) if the events x and y are independent. Thus, 

whenever there is any iniersyrabol influence in tfc:i selections, laaa information 

is twwimitted -per symbol than if they had bean independent. 

If ue introduce the conditional probabilities relating the distribu- 

tion of y to that of x,  further relationships of interest £&n be established* 

We let p(j|i) denote the conditional probability that y - J given that x * i, 

p(j|l) -  p(i'3> . 
zpii,j; 
j 

Tbü o jaditiöüöl «ntrcpy of the random variable y given tnat x • i is defined to 

be 

H(yjx - i) - - S p(j|i)lo«>(j|i). 

Hence the axpwoted conditional gntropj of the random variabis y given x is 

Ex(y)   - - 2 p(i) Z p(j|i)log2p(j|i) 

- - 2 p(i,jftou>tj|l). 
i»J 

H (y) measures the average uncertainty in the selection represented by y after 

the selection denoted by x is known. 

Shannon has shown thai 

5 

I 

I 
J 

I 

L. 

( 

1«   This result is readily proved* 
H(x) + H(y)    -   -   2   p(l,3)log9Z   P<i,j) - 2   ?(i.J)log9:?<jIi) 

x i.J ' i i.J z 

- - Z p(i,j)log [ 2   p(i^)3 p(j|i) 
i*J *   5 

«*>   -   2 p(isj)loS5p(i,j)    •   H(x,y)c 
ia* LP*I' 

 I'—mmiBB iwi-nmaww»Ktwanw*^ 
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! I 
H(x,y) - H(x) • H(y), 

which, In words, states that the uncertainty of the joint distribution is equal 

to the uncertainty of the distribution of x added to tbe uncertainty of that of 
i 

y when the value of x is knoan0 Fvoa t-Mg aad the preceding result, tho follow- 

ing corollary is readily sees to holdi 

H(y) > \(y), 

i.e., the uncertainty of the distribution of y is never increased by a knowledge 

i 
of x. The two are equal if and only if the teo random variables are independent,, 

One final conciipts the ratio or the entropy of a source to tlas 

wKxiimm entropy possible with the sane set of symbols Is a measure of the informa- 

tion transmitting efficiency of the source - 5harxr.ua sailed it the relative 

entropy. It is generally less than one, either because there ia a. non-uniform 

distribution orer the symbols or because of the uoä>indep?n4eace of syröoi 

selection or, most commonly, because of both* One minus this quantity 

; indicates the percentage of symbols which, though sent-, carry no information, 
I 

i,,e., which are redundant»   Thus we define the redandg»? of a source to be 

1 2L-. • 1 -   --.-5..— e — H       xog-a 

- 

t 
Sereral estimation procedure's indicate that the redundancy of written Ehglish 

is at least 50 per cent and •WRTT likely nearer 75 per cent, (see section II*2.1). 
1 H 

The reason for such higli redundancy will become apparent later,. 

3e7 The yund>"eT;t-*l-l Theorem of a Noiseless Sys**« 

The result we shall state in this section, which is due to Shannon 

[87], shows in effect that the shore definition of channel capacity and of 

. !-„«*;—q»a^=»^-.,— m'. ^r-g-> i | i      nifmmn SWU'iff iriWri*?ffVg "fT"*"V 

« 
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source entropy or uncertainty arc suitable formalisations of our intuitions 

about the limitations on information transmission* 

Theorems igt the entropy of a source be H bite per symbol and the capacity 

of a noiseless channel be C bits per second» For any pesitive raraber £, no 

matter how «rail, there exists a coding of ye output of the source. i*ec> 

there «cists a transmitter euch that it is possible to transmit at an average 

n 
rate of n - e symbols per aeeond, It is net possible to devise a code so as 

to transmit at an average rate of mor^ than C/K symbols per second» 

There an» three points vhich should b* aade about this theorem* 

First» it must be kept in mind that the definition of the entropy of a source 

rents only on the statistical structure cf the source» and it does not in asy 

«ay depend or« the pr^f »artleg sf tis Ässnels Also, the capacity of the channel 

depends only on channel T.ren*rtiss and not at all on the source. The theorem 

asserts that these definitions have» howerpsr, been so chosen that the ratio 

C/ä is the least upper bauud of ths transmission rate. 

Second, the code which the theorem asserts to exist is. of course, 

influenced by how small we take e. If e is near C/H then nearly any cede will 
n 

do, but as a approaches 0 fewer and fewer codes will produce a rate of » <=• e. 

But the thecrera asserts that there will always be at least one. A major unsolved 

problem of information theory is to devise a theorem which describes such a 

eode in detail for given values of C, II, -nd c;   the above theorem only asserts 

that such a code exists» 

Third, such optimal use of the channel as described in the theorem 

^^t-ts^mn^^i^mmaammmstmo 
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is not effected without paying seme price- The price Is delay. If one Is 

to code a message optimally when there are iatersjaocbol influences, then it 

is necessary to «ail before transmission to see what that influence is and t*> 

make use of it in the coding, thus effecting a delay In the tranavdssicö. 

Similarly« at tho receiver, the translation into the language of the» destina- 

tion reust be delayed in exactly the same way« for a single received symbol 

will have meaning only by its relation to a number of others. In praetlö&l 

engineering work a compromise is reached between long delays (and hensa 

ejipsnsiy« storage equipment) and less than optimal use of the channel. 

The theoreia msy be ffööast is a slightly different form» which may 

help clarify it and which will be vseiul when we study the noisy systasu Let 

H demote the average rate at which symbol? »re tr»»wmitted «VöT the channel 

when a given code is used. The theorem then asserts that « > R and that there 

exist codes such that the eorrespondijoig R is arbitrarily close to 0/B.»   If we 

rewrite this as C > HR and then marlnls* both »Idas vlth respect to all possible 

codes we have 

G - max C - max (HR). 
eodeB    codes 

It is conventional« though misleading, simply to replace HR in the above 

expression by H. Previously* the entropy of a source was measured in 'bits per 

symbol« * but for this purpose we measure the entropy of the source (and transmit- 

ter combination) in "bits per symbol' times "eyssöls per second,. • i.e.« in 

'bits per second' transmitted« The theorem then asserts that the channel 

capacity is equal to the laixL'sura number of bits p*r second which can be transmit- 
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tsd by- the source-transmitter combination over the cnennel» It is this form, 

and the corresponding form for noisy systems, in which the fundamental theorem 

has been used In behavioral applications. 

t 

tie The Discrete Noisy System 

As in this preceding section we shall suppose that the source is 

discrete, but we shall drop the condition of a noiseless system, 

h'-l Bgai-rocatlon and Chan»??! Capacity 

The significant effect of noise in a system, as we pointed out in 

section I.2.2, is to onus» the destination to believe sometimes that a different 

symVa was transmitted frcsa that which actually was« Any other properties 

the nol<*0 may hare *rt irrelevant to this theory of information transmission. 

Thus» if we assume that both the signal and ths tmixe time series are stationary, 

then the noise is completely characterized by the matrix of conditional prob- 

abilities p(j|i; which state the probability that sysbel )  ia received when i 

was sent» Formally, this situation is identical to the case of non-indapsudsnt 

selections* in that case we interpreted $ its a selection following ±.  here 

we shall interpret 3 as the selection received at the destination when i was 

actaally sel«?f:J5cd at the source. 

The quantities H(x), H(y), H(x,y), and H (y) are defined as bei or». 

n(>:) is the entropy of the source distribution, H(y) ths entropy of the destina- 

tion distribution, H(r,^) the entropy of the joint distribution of x and y* 

E (x> masus-es the average ambiguity in the signal sent given the received 

t 

i _ mutsmumim-i 
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signal, while H (y) unosures the average aribigtiitry of the received signal. 

When ws are considering noise» H (x) is called the equivocation» 

if a «ystem is noiseless- Vim B (7) • 0 * H (x) and so H(x) » H(y). 

Let us suppose th?t- »11 tlw. entrcp5.es are calculated in b5,ts/sec» 

mther than bits/symbol, then the effective average Kite of transmission, ft» 

(in bits/sec) is Vm average rate of lnforina»ion sent» n(x), minus that which 

was lest as & result of the noise» ** (x)s 

H - H(x) - H (x). 

This can easily be shown to be equal 1« tso athss expressions, the first of 

which states that the rate of transm! «islon is the difference between what 

was received and what was received incorrectly. In symbols» 

R - H(y) - Hx(y) 

» S<x) • H(y) - H(x,y). 

The notion of rate of 'transmission for the noisy case is analogous 

to that introduced for the noiseless case in the last statement of the funda- 

mental thesres of the noiseless case (section 1*3.7)» and it suggests that one 

way to define rhamicl *scr»aeity in the noisy ease is ss follows: 

C » max    [H(x) - H (x) J. 
codes       Y 

By the theorem of section 1.3.7» this definition reduces to that of channel 

capacity in the roiseless case since H_(x) • 0. However» it does not 

reduce directly to the definition of channel caps«?i*y *s given is section 

1,3.1» but at the end of the next section we siall present a theorem which 

shows that there is *u «ui&logous, though more so,ng?licatedP dsfinitiori for the 

noisy case. 

I  
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U„2 Theorems 

Consider the conm«sie£tlon system diagrammed in Flg. U» 

Correction Data. 
S^&i CbäsrvBT   S. 

II I    •  IN        ! |—<—ifc» »IN' •«» 

iKCMMW^S^tf 

Figure U 

There is assumed tc bs an observer who is able to perceive both the «elections 

nsda by the source and the corresponding signals received at the receiver. 

Let us suppose that ?.ie equivocation due to noise is H (x), then if there is 

a noiseless correction channel iron th« observer to the destination with 

capacity H (x) bits/sec, it can be shown [87] that it is possible to encocle 

correction data in such a manner as to correct all but an arbitrarily small 

fraction of the errors due to the noise» This is impossible to dc If the 

channel capacity of the correction channel is Isso wian Hv(x)» While this l.heorera 

is of some theoretical interest, it is certainly not a practical scheme to 

combat noise« We turn, therefore, to a consider^iim of cüs»ui;£cation system» 

in tfce sense oü' section I« 2.1» 

The following result, due to Shannon [87]. is the fundamental 

1 
I 
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theorem of the noisy ease: 

theorem: Let the *mti«3rv of 3 source be H bits per second and the capacity 

of the channel £ bits per second» If ü < C, then there gadstg a coding scheme 

such that the output of tlis source can be transmitted mm the channel with 
»•^mtmm   «aa-vaa«*»   MU»   «WMMMX:^   BOOB    •——   vava-aaaaaM»   «waaaaat   MM  MWHHWJMMM  «MMI»   •>••»   «wwMBta   -*»aw*aB>«a 

an arbitrarily small frequency of errors« If H > o«, it is possible to reduce 

the equivocation to as scar H - C as one chooses« but it is not possible to 

reduce it belog H » C« 

tfcnülan's comments on this result seen to be worth repetition« 

:v!«igineejriüg experience has been that the presence in the channel 

of perturbation; aoi««- la the engineer's language, always degrades the exact!" 

tuds of transmission. [Ths theorem] above leaca us to expect that this need 

not always be the ease; that perfect transmission can sometimes be achieved 

in spite of noi»a;  This pspseMeai eonelnalon ruTta ao counter to naive experience) 

that it has beon prtliclr challenged on occasion« What is overlooked by the 

challengers is, of course, that :perfest transmission' is here defined quanti- 

tatively in teams of the capabilities of the channel or medium, perfection 

can be possible only when transmission proceeds at a slow enough rate* When 

it is pointed out that merely by repeating each message sufficiently often one 

can .achieve virtually perfect- transmission at a very ale»? rate« the challenger 

usually withdraws« In doing so. however.« be is again misled, for in most cases 

the device of repeating message? for accuracy dees not by any neans exploit 

the actual capacity ox the channel, 

"Historically, engineers hare always faced the problem of bulk in 

( 

L wwwti^yri • •, iwm-g.* 
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their messages, that is, the problem of -transmitting rapidly or efficiently 

in order to make a Riren facility as useful »a possible. The problem of noise 

has also plagued them« and in many contexts it ««s realised that some kind ox 

exchange was possible, for example, noise could be eliminated by slower or 

less • efficient' transmission» Shannon's theoren tea  given a general and 

precise statement of the asymptotic nanrcr is. which this exchange takes 

place," [p. 207, 63] 

He goes on to point cut the similarity in the exchange between 

bulk &ss£ 2£ise ssd the rather ^essrsl fiOcshsnflB between ssmpls sise snd **c*"S2' 

in statistical tests» 

While the simple repetition of a message is not generally a suitable 

way to use the channel capacity to eliminate errors, some form of redundant 

transmission is required« In general it will br? fsr mere oosplicated than 

repetition, but as with repetition a delay in the reception of a message must 

S: result. The essential point of the theorem is that the delay need not be such 

»s to reduce the rate of transmissioii to sere, as might be thought to be ih-9 

•w.seo The proof of the theorem is no*. constructiTe and eo there is no indlaa- 

tios of what code to use in coder to utilise the channel capacity fully. 

s)wr^ writes, "rrstsbly this is no ac.rf.dent but is related to the difficulty 

of giving an explicit construction for a good apprcxiaatlon to a random 

sequence«" [p. b3, 88]   Much recent (engineering) work in information theory 

has been deroted to finding near optima cedes for oertain important special 

!v cases« 

!     am 
H The fund&aantal thecreo or thr, noisy case may bo recast in a form 

Ui* 
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which shows the relation of the present definition of capacity to tJist given 

for the noiseless ease. Let q be a nuaber sueh that 0 < q < X. Consider 

all possible signals of duration T time units which might be transmitted over 

the channel and let S denote a typical subset of these signals • Under the 

assumption that each signal of S is equally probable, let & zeceivs? bs designed 

which 5.3 to select from S the most probable element as the cause of the signal 

it receives« It is clear that in general errors will be made} let p(S) denote 

the probability that an incorrect interpretation will i*; oade when the subset 

is S» Consider now all those subsets S such that p(S) < q, iuaong these sets 

there is one which contains the most signals, let that number be unnoted by 

n(T,q): Shannon [87] then showed that 

l0ggN(f,q) 

C • 13a 
T-»oO 

.* 

ft 

I 

ft 

which 13 clearly analogous to the original definition of chancel eapecitf for 

the noiseless case» It is remarkable that this result is independent of the 

value of q» nresumabiy, however, the rate of convergence of the I;~4.-i- is not 

independent of q, and so in any application of the theoram attempts should be 

Diode to exploit the freedom in choosing qe 

k«3 Channel Capacity of a Ijoiwy systems Independent Selections 

Shannon showed that if one assumes that the selections at the source 

are independent, then the capacity of the channel i? given by the transcendental 

equation 

._J:.V::; 
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Z h(j|i) [0 • JpCjjDlo^jli)] 

wnere h(j|i) 1B a typical element of the inverse of the noise matrix, i.e., 

S h{lSi)?Cjjk) -    6 
j .JC. 

It is difficult» if not impossible» to see the dspendecfie of channel capacity 

on the noise matrix from this equation« but» of course» in any givsn case one 

can solve numerically for C. However, if we can assume that the noise has the 

same disturbing effect on each symbol of the source» i.e.» if 

Z. p(3|i)loS2P(i!i) - SpOilOloggpOJk} 
3 J 

for all i and k. then it eon be shown [25] that 

C • log^n - E(y|x). 

In the special case of a binary source (two slssssts) =?:»*• noise 

such that the probability of an erroneous transmission is a» then the capacity 

is given by 

C » 1 • a log-a. * (l-ajioggd-ä)» 

It i& easy to make interesting calculations using this last eaprewaiö<i. For 

example; if we take the probability of making sn error to be 1 per cent, then 

the r*vsmy»l capacity is reduced to approximately' 90 per cent of its value in 

the absence of noire« This marked non-linearity must be kept in mind whenever 

thinking about the effects of noise. 

»"^•—flf^i   -»w.iwira* 
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?» Some Aspects of Discrete Theory Related to Applications 

5ol Inrerac Prcbabilitie-i, Bayea Theorem, Contingency Tables 

As we shall see in dome detail in Part n,many of the applications 

of information theory la psychology are to problems not classically described 

OB comnunication problems» Indeed, thsy arc communication •p^aulsas only in 

the sense that any experiment, or any decision, can be treated as a transmission 

of infonaationo It is probably more fruitful to remark that in the attempt to 

analyze eoncunication systeas a mathematical formalism has been produced which 

can be completely diforeed from its realisation as a conaunicatlor. system At 

the same time, their« are other rsalisitioas of the same satherae.ti&al system 

in psychology„ Bycause of lie örigliiä, however» the informatics tsmiinolegy 

is associated with the mathematics and so yit* asy applications whieh are made<> 

Soss of this •Tocsbulary say scam peculiar in »ho applications, but it is 

probably not as misleading as it may initially seem» In this section, we propose 

to discuss, but dirorced from the ecssiunication model, a part of the formalism 

which h-««e beer- particularly important in psychological applications 0 We shall 

relate the rate of information tutinsiBlsslon to Bayes theorem, ve shall generalise 

4>he notion of rate of tfansmisslor., and we shall discuss the statistic«! sampling 

»aid significance problfanso 

The structure of Tery many problems in psychology and in the ot!!ier 

behavioral sciences reduces to the existence of tveclas&es of possible occur- 

rences, often called stimuli and responses, such that an occurrence in the 

response  class is in some degree dependent on what stimuli occurred« It is 

.-».—4-n, 
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net easy to characterize i& a useful and simple way the relation between these 

two classes of occurrences« It is, of course., possible to present the whole 

matrix of joint probabilities p(i,j); i.e., to give «he entire contingency 

table, but this esn hardly be called simple„ Various measures of contingency 

have been proposed and used, but objectless have been raised to these• Another 

possibility, and one which certainly has found favor among son» psychologists. 

i& the entropy measureo The expression most often used is 

R - H(x) • H(y) - K(x,y), 

which, when the entropiea are measured in bits/sec, was called 'the rate of 

Information transmission (section I.li.l). ISors often tha? not in the psycho- 

logical Applications time does not enter in a natural manner and it is mors 

appropriate to treat the stiarOLi and the responses as static and to sveasure 

entropies in bits? In that east the following notation is employed: 

T(x;y) » H(x) + fl(y) - K(x,y) 

- H(x) - H (x) 

- H(y) - Hx(y), 

and the quantity T(xjy) is simply called the information transmitted free; the 

stimulus to the response0 It is a quantity which is 0 when the random variables 

z and y are statistically Independent and it is a maximim when they are in 

one-to-one correspondence, i.e., when a knowledge of the value of x uniquely 

determines the value of y„ In other words, T is a measure of the contingency 

between x and y0 

Note that in this interpretation of ihts formalism the role oi' the 

human bei"s ha= ehaoged* Preriously» we had thought of the source and the 

i 
i 
i -• 
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destination as people and the channel as a physiciil entity* In most behavioral 

applications, the stimuli correspond to the source and the responses to the 

destination.? the subject fj3  treated as a noisy cliannel causing less than 

perfect correspondence between the stimuli and the responses<> 

Another way tt> think about the problem of the relation between the 

two random variables x and y is In terms of reeonotw?d:-ing the value of z as 

well as possible from 5. kr.cwledge of the -?alue of y  This is, of course, the 

problem of inverse probabilities which has had a Long hl3tory in statistical 

theory» and Bayes theorem is one of the most famous resultst We «ay think 

of it ii* the following form: There are n possible underlying «tats3 of nature3 

i a l,2,„..,,n, which are known a priori to have a probability p(i) of occttrrijagt 

We suppose an egpagjaanft Is performed with possible outcomes j * i92,,,ooj>m., 

whose outcome depends aomswhai on which s-';ats cb-.aioso Leb x be a raudwi 

variable with range the states of nature and distributed according to p(i) 

and y a random variable with irange the exper:ün«aträ outeoaisso Further, let vs 

assume as known the conditional probabilities, p(;i|i)j that y -• $ when x «• ir 

The problem then is to estimate the probability s • i -.rhsn the otttcoae of 

the experiment is 'mown, i„e0, when y " .1 is given* 

Cherry describes the analogy to tho noli.y coirammicatlon system as 

"«,, an observer receives the distorted output si^ils (the posterior d&taoac) 

from which he atiempts to reconstruct the input signals (the; hypotbeaes), 

knowing only the language statistics (the prior d>V.}o"  fp« 39> B] 

It is aell kR3wn that Bayes theorem rases, 

p(i!i) - w..EU}liS»L 0 
i 

I 
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If one takes logarithms on both sides of this equation, multiplii.es the result 

by p(l»j)» end Jhea SUBS on both 1 and J, the result is simply 

H(x) - H7(i) - H(y) - R^y), 

i«e», the information transmitted from x  to 7. 

S>o2 Hnltirariate Theory 

Suppose we are analyzing a stimulus-response situation by information 

theoretical technique's, then the basic equation we have developed, 

H(y) - Hx(y) + T(x|y), 

decomposes an average measure of the response pattern into one part, T(xjy), 

which is determined by the stimulus plus another, H (y), which is unexplained 

'random* variation» But it «wy very «ell happen that a considerable portion 

of the residue H (y) can be explained in a systematic manner, though not in 

terms of the experimental stimulus which has so far been ccasidared« For 

example, consider an tjocperissni in which subjects are required to classify 

tones which are very nsar threshold into one of n categories „ It may retry 

well happen that the subjects response is only determined in small part by 

the tone presented, but that in large part it is prediutable frcs a kn«?ledge 

of his previous response, even x£ we do not know the stimuluöo In such a case, 

it may be not only appropriate but essential that we consider aa the stimulus 

the pair of random variables (u,v) where u has the possible tones as its range 

and v the possible preview» response of the subject0 In other words, in some 

cases we may be able to understand tne p/ientaae»» üuäijü&tely only if we treat 

as the stimulus a random variable with a range which is the product space of 

•--»—  • ~ 
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two, or more, simpler sets« HcOiil [61, 62] has examined this problem in sons 

detail and he has appropriately generalised the transmission concepts so as to 

produce a multlvariate theory where, of source* Shannon's theory is the bi- 

variate case» We shall recount this development briefly» 

First of all, we nay replace x by the symbol (u,v), which is equi- 

valent to x when the range of x is the product space of the ranges of the random 

•variables u and T, ia the equation for information transmission, and we obtain 

T(U,TJ y) • H(n,r) • H(y) - H(u,v? y)o 

(We have systematically omitted the extra parentheses about u, v for greater 

clarity.) It is clear that in our discussion t-lisrs has been no notion of 

direction of transmission between source and receiver, and so titty ux^r be 

interchanged, or formally 

T(u«v? y) - T(yj ufv)c 

Next, we would like to introduce a measure which gives to« separata 

dependence of y on u and on v« To do this it seems appropriate to define a 

measure of the conditional information transmitted, which, fcr example- is the 

informatida transmitted from the stimulus u to the response y when the stimulus 

v is held constanto This, of course, will be an average quantity which in 

detail is the information transmitted from u to y computed for each possible 

vaius of T and then **fer«g»d over v. This can be shown to bo given by 

? (u|y) - H(v) - aCu^v) - K{v,y) + H(u,v,y)0 

In like manner, 

Tu(vjy) - H(u) - H(u,v) - H(u,y) • H(u,v,y) 

Ty{ujv) - H(y) - H(u,y) - H(v,y) • H(u,v,y). 
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Clearly, T «ill have sa feffect on the transmission froa utayif and only 

If T_(ujv) f   T(ujy), and ths magnitude of this effect is measured by 

A(xwy) - TT(u|y) - T(ujy), 

Siailer quantities can be defined to measure the effect of u on the trsas= 

mission frc« T to y and of y on the transmission from utot, There is not, 

however, any need to Introduce a new symbol for each of these since they can 

all be shown to be equal, i.e«, 

A(ury) * Tu(vjy) - T(-rfy) 

» T (UJT) - T'ujv), 
y. 

"In Tie» of this symmetry, ws üXT tail ii(«5y) ths TZ-T^Y inte*«»?fci*a 

iai««natlon„ Ws ret that A(iny) is the gain (or loss) ia sample informatloa 

transmitted between any D*o of the •wriableBo" [p»5i 62] 

With these concepts, it is now possible to express the three- 

ones and the interaction information* 

T(U,TJ y) - T(ujy) • T(v;y) + A(uvy) 

We may write this three-dimensional information transmission in anolher ws/ 

which paxslleis the familiar equation H(y) «• Hx(y) * T(xjy), namely, 

H(y) - X_Jy) + T(n,vi y) 

" H^y) * T(ajy) + T(vjy) + A(wry). 

The tera H (y) is the residual or unexplained variability in the response 

y after ths information about y giTen by u sad by T sad *hs interaction 

information of the three variables has been removed,, 

!  •! 

< 
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Okie unexpected result of MeOUl'e analysi? 1» the possibility that 

the interaction term may be aagattnu NZa other words, a knowledge of the 

input [v] may decrease the fiaoust of Information that fyj has about [u] • 

coraaunieation from [u] to [y] would actually be better if no data about 

[v] were collected at alii" [p. fell,?2] 

Cue of the most inporiant and desirable properties of the informa- 

tion statistic - entropy - is the additive character» which was apparent in the 

tv/e~dimens5coal ease and which is ever, sore forcibly illustrated in the three - 

fHwanslG~iBl thtw&y. Each of the contributions, that from u, fro» v, from the 

interaction, and freu utu»plaäncd variability (while not independent) is 

simply added to obtain the information in the rwpOase pattern* Thus« the 

information analysis of a stimulus-response situation is somsahat analogous 

to that <af an analysis of variance, and KcQill [61] has examined this relation 

in sea» detail. But as he pointed out elssubäre. "... iafornatioa transmission 

is nade to order for contingency table?.» I-fearurea of transmitted information 

are soro when variables are independent in the coatingsacy^sense (as ^pessd 

to the restriction to linear indspeudence in analysis of variance). In asiditionj 

the analysis is desigasd Tor frecaency data in discrete categories, while 

methods based on analysis of vsrian«« «re note" [pps 9-10, 62] "It vault 

seen that information theory effectively corresponds to a nonpareiaetrle 

analysis of variance," Ip» fell, 72] 

There is,nat.«ral3y* no rissen TA& the above analysis cannot be 

extended to more dimensions than three, and McGill [52] has carried this out 

In some detail« There seems little reason to reproduce that here. 

| 
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In the next section vs shall discuss the testing of independence 

bjrpot-heses in both the nultivariate and. bivarlate car?*** 

asr- 

p. 

5o3 Statistical Teats and Estimations of Entropy 

In addition to the construction of medals, behavioral scientists« 

unlike most physical scientists, must confront the difficult statistical 

problem, of testing and using his nodel •when the only data «railsbl? are from 

small samples.  Hie use of infowat-loii theory is no exception to this rule, 

so we turn now to that probiea* 

Let us suppose ihat a distribution p(i) governs tue selections of 

tha k sltsrxiatxros l,2,o««,k, and let us sujppOaö that a säiäpliö  Ox n SiKiwrf,wfriwfft 

observations of selections yields n(i) eases of alt-»rn»ti*» 1- The true 

entropy is, of coarse, 

while 

E - -  2  p(i) log« p(i), 
i - 1 

E' - -  Z   3&£»*»a£i2 
i-1  R 

lä the estimator of the entropy 

obtain-«! by repx&cing each p(i) by its mmrlmim likttlihood estimator 

1filler and Madcw f?3] hare shown that if the p(i) are not all equals 

y/n  (H-H') has a normal limiting disiaribution with mean 0 and -variance 

9 

e 

a'   -       2     p(i)    [log, p(i)   •   H]% 
i-1 Z 

If, however»   p(i) • lA for sroiy i, then      _ 2n     txx_u, ^ has a chi-square 
lot^e     ' 

1,    In this applied w?r> much calculation is necessary,   tleuman [7U] iiaa described a 
specialised casyater to assist- in this.   Nors interesting ia^the table of u log_ p 
presented by Ileuman and the more extensive tables of Dclsnsky and DoJan*fcf fi2?? 

ma its^^&tt^gmgfmaBmamsimsiWfflg&m 
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liaiting distribution with k-1 degrees of freedom« 

They point out that IT snail samples are used to estimate the 

entropy there is a bias which can be corrected fa? by the following theorem* 

H - ».n^.  [e-jjji ^ Jxprb/ • o(4) 3; 
n     » 

«here EH» Is the expected ralne of H* and o( ~^f ) denotes terms of the order 

of 1/tr  or smaller. 'Ibey also establish a siadi»r egression f«r the variance 

of H', but as it Is fairjy complex we shall not jrsproduse it üa.-»» 

For the ease of equally IDcaly alteroativee- Rogers and Green [ö>j 

have dsrslspsd an exact expression fosr the expected «slue of K, namely, 

n 
£HS    »   log^n -       2 

1 - 2 V 
'i-l!    3-Q vl    3    7   _ 

J. - 1 

I 

The laiisr and Kadä» appi-osiffiatic© in the same case reduces to 

EH»    -   lock-    il0He) (k2 * 6tt(lC " 1? I 1} 

which« of course* is mush simplero Rogers and Green point out that for n > ke 

the tec give nesrly the sse» results* but that, far n < k, "... the Hiller-Madc» 

formula „.» becomes inereasinglj less accurate) and [their formula] becomes more 

easily computable.• [p«2, 8£] They else present a similar expression for the 

rar lance which we shall not reproduce here. In another paper [86] thsy present 

tables of the neau and variance ia äss squally i<v»iy »«« for V»4OIMI rallies 

of n and kQ 

.._ 
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Miller [ ?C] has also treated the problem of contingency tables 

having r stiraulva alternatives and s response alternativ*« „ We let the three 

probability distiibuticass be p(i), p(j)# «nd p(i»j), and the observed sanpls 

irequsnciei« n(i), n(j), and n(i.l) from a sample of eise nD The transmitted 

information, Ts is of course given by 

r 8 r,s 
T • -   Z     p(i) log, p(i) -   Z     p(3)logpp(j) + Z p(i,j)log-p(j 

i - 1       2       i  - 1      Z      i, j       ^ 

and let T» be the estimator which is obtained by replacing each p(i) by its 

Maximum likelihood estimator -*^ .   If 
It 

..j) 

\ 

fr   (dä)*U)    fr MB(3) r 
TT 

i - 1 

ST.« 

 L 
i.j    in/ 

it is known from Vfilks«  [10] likelihood-satio test of independenee that   -ZLog^ 

has the chL«Bqüä.rt» distribution with (r-iXs-i) degrees of freedom«    It is 

not difficult to sbsw 

nClogg»)!'*    »    - Slog^X, 

hence n(log-s)T? I^u> & chi-aquara distribution with (r^lXa-l) degrees t»f 

freedom when the noil hypothesis T - 0, i.e., when the stimcli and ths responses 

?.re independent, is true« 

f 
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In the aans paper» Ttiller showd that 

I . El» - l£4&E*2 , 
nlog2e  * 

and so it is possible to correri for snail staple bias? He suggests that 

n should be at least 5rs In order tc r=±a estimates of the information 

transm±tted0 He also showed t-imt 

*-<*•> - w& * * ogj,«;6    nlog^e ' 

Fortunately, öIüCö we do not kacw X, *ra do knew that n is generally much 

larger than !• so the löst tars ess be neglected and the »ailance is given 

approotiaately by the first term« 

rküüJ. [62] has extended BOOS sf the above results to the nulti» 

Tariate casie. First» he observes that: 

1 

s  

O 

/'/is Independsai- of (u,v) I    /t(n,T|y) • 0 

if 4 y is independent of r \ then^ fvrjy) • 0 

y is independent of v when u is held constant/    \ T.(rjy) * 0 
7 

The last two conditions each imply 

\(«jy^ * T(tijy)* 

or. in words» v is uci in*olv»>d when either of the two conditions holds i^» 

the transmission between ti and ye 

Tri«»». »v?^. a? tic•«"'   «malopoBfl stateiaent-? for tfee «ymbole' u» •* 

and y0 
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To test the hypothesis that ary of the fa are «ere, HoOUl 

tuHer's reeolt renting indopondsnft» «1th the liielihood-sstis test.   0» 

obtains 

if 

T(ucTjy) - 0\ 

?ÜJ7> - 0    I 
) than 

T(Tjy> - 0   I 

)/ Ty(u;T) 

/aloggaT» (a,T|y )\ 

nloggeT'Cajy) 

nlogjjalHvfy) 

nlog2eT*(ujir) / 

has agpffvod.« 

ssatair » 
cbi'^ÄpucUi 
distribution 

with 

(of-Dd-iA 

(v-iXi-U j ^^ 

where D', T, and X are id» number of points in the ranges of u* r, sad y 

FSöpsctiTcüy, sad a is the si?« of the «a^le. 

He shops that if the u&X S^pothesU 

p(i,3,a) -p(i)p(3)p(n) 

Is iro, th*n   T(ti|7). T(T|y)   and 5^(U|T)   are asynptotieaiay independent j 

thus, öS an approximation,, the corresponding prised T:s can be tested siaal- 

taneo'iai/ for signifiesnee nadsg ts-s caH hypothesis» 

SfcGiil present »a interesting esasple vhleh shows rery graphieally 

that •* o. * we caatio t decide whther an amount of transndtted infarnation is 

big or small without. L-aowing ita dngreös öf freedom«*    [p* 16* 62] 

ut •->» *«mTifcn*-<•!•• 
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Part HJ   ippiieaiiona to Behavioral Probleme 

been «specially numerous and vbur» the pattern is clearer*   psychopbysies and 

2 psychology* 

The realisation that iafarasitiöii thcciy could play «a important 

role in psychology cans xa tue late forties, only a few yeirs after the 

lo   Biology is to acme degree an exception«   Ifeeh of the applieaticn to biological 
question» has steamed from the interest of Qaastlw, sho has gathered together 
much of uhat work in cote volume [8]e 

20   KUSJ'J cf the material *» shall disuuss bar« has been srunaaarised by Killer £72] 
in sonswhat less detail than we shall px«sent hera» 

«raiiii'JVafiliaw    HIM—imWIIIIMWIMI  "   '">» —'MMH     unn— 

la Introduction 

The applications of inforsation thsory, ineludir^ its indirect 

influences in applied areas, are utn. msy either to evaluate or to suranarlxoo 

There can be little dosbt that, in addition to the direct applications which 

we can cite, it has had a very broad lvpaet on the thinking of many behavioral 

scientists,, It has affected both the apprcach to the analysis of certain 

types of data and the choice of problems to bs eonsidsred sEpsrineatally» 

Such influences cannot be aueciactly ässsrüed or tabulated, and we shall not 
5 

«tts&pt to d« so hc«v>- A more tangible effect of the theory in the behavioral 

PVAWWWW   io   WID     yMMJ ininu papers   AU  «AULVM.  AV   imo   uwu  n*|>J.taK«JjT   OHJpAU'.yeu» 
i 

Bat since these articles have speared sporadically in most of the behavioral 

areas; cm can hardly hope for & «:l**r p*t.t-ern of spplioatlonso  This fact, 

coupled with the inebilite' of one person to know these various literatures, 

forces vs io consider the tyt> bohttvior«! mu wham th« publications have 
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publleat&on of Shannon's now classic paper. The realisation «as S7mbcllsed 

sad to a large degree accelerated by a paper «Mob Millar and Friede [65] 

published in 19l£. They observe that •••• [a] psychologist v« experiments 

usually generate s sequence of synbol*« right «ad wrong, eonditioaed and 

unconditioned, left mid right, slor and fast, adient and «blent, etc.* [p. 3l2i] 

That is to say, vmy many experiments are of the «tJimnua-maaponse type, vhsve 

the stimuli for» one e-quanje and the responses another» Generally« the 

procedures to analyse such d*t» have ignored the sequential relations among 

Mi» responses (u?*»ally, though sot- a!««*5; sequential effects la the »ttesli 

hsTrs fcaen experimentally elAarf-aatad bv xwriaftriaiiyg procedures), but ignoring 

the sequential information, they pointed out, is equivalent tc assuming the 

indspendanoe of sss^esaiire responses» It was sot implied that psychologists 

felt that this «as a reasonable assumption, but only that the standard 

statistical techniques tiers not suited to such an analysis? In exception to 

this., of course, has Veen the use of contingency taLles to study temporally 

ordered pairs of responses (digrams) and tlte use of contin«aney measures tt> 

characterize the degree of association between the arguments of the table» 

Ittller and Pri.ek then ctrtl'ned certain aspects of 'Information thaary and 

proposed that tae information measure be rap? ->y*iö  in HXüM situations« As 

Prick «ad ELasnsr i>oint out in a later papur, *KJS [information] measure 

ssy be applied without lcgisal difficulty to any situation in which sae is 

willing to Identify the uxsxzs-a of the stimulus and response classes and make 

öo;as ctÄttäaeütä about their probability dist±*jbatisaSd Whether or n«t the 

c 

VtKVJ'fcil.-«« «WC«M« -#•**•«-•«"*:*. 

.... .._.- 
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measure is useful in the analysis of human behavior remains to be prcrsn« 

Early results from its application are, however, encouraging*„" [p. l£9 19]» 

There are difficulties, however, for as IHtler and Frisk pointed 

out, taere are two serious limitations on the applicability of information 

theosy:: 

1« Sequential responses which are generated while learning is 

occurring do not form a suitable sample from which to estimate tue proba- 

bilities which ars needed, for the assumptions of learuing and of a stationary 

response time series are Incompatible.-. 

2» The difficulty of obtaining adequate samples to estimate 

probabilities increases sharply with an increase in the length of dependencies 

in the response sequence* in fact, beyond three step dependencies it is 

completely out of hand» 

Belated to the last point arc the computational difficulties which 

arise with large amounts of sequential, data« Basically, however, this problem 

is less serious than the sampling one, since computation machines ideally 

suited to fjpetitious eaXenlatians are «variable. In addition, special 

equipment, auch as that described by Newman £7W, «an be constructed to 

e&rxy cut iiifcrsÄtica^type analysis« 

taller and rrlsL proposed that the quantity which is called redundancy 

is communication problas (section 1.3*6 j be u*Jl*wl the indesc of behavioral 

•Stereotypy in behavioral applications. It will be recalled that this is defined 

as 

H 
max H 

 — - - 

tisssramrMimnBaBsgsgsLSim 
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It is a quantity whi*h is 1 when the behavior is completely Stereotypie and 

0 when each of the several alternatives arises with equal probability. 1 

•»l«e of k for the iadex me&os that» on the average, k per cent of the 

responses are completely determine*! and the remainder» Me. are mexireslly 

uncertain. 

Tear by year» following the publication of this paperv there has 

been an increase in the somber of papers in psychologies! jüuf&aif employing 

information theory» w?*th slzsct s. flood is 19$3. It is not plausible to 

suppose that this fe-eno «ill decrease rapidly, If at all, in the next year 

or two, and so we can uv i.T«re «»st «Uv- •"•"T? "^ »ttsspt bsrs sill bs o~& 

of data before it can bs very widely read« Yet already there seems to be 

some pattern to the p-jblicstioas, aacl so a. summary may serve some function, as 

long as it is kept in mind that it is a cross section of «a lr~-.csöplet£d ISPHKU 

Fress our kaowiiJdg* of -5Le theory* it &eems reasonable to class the 

applications in three categories! 1) Those which employ information theory 

te deal with sequential data, as proposed by IHI3*T and Frick0 Sections 11*2 

acd XI.8 are illustrative of this approach. 2) Those which employ the 

formalism of noisy communication (discussed in section 1,5) to cope with 

problems where stimulus and response 33*e not perfectly correlated,, e«g«, where 

thsre are errors of some type» Sections Ti<S and H.7 are typical» 3) Those 

which employ the central theorems of information theory eoneerning rate of 

transmission and capacity. Section H»li, aad to some «eterA auction U*5>, 

exemplifies this approach. 

L 
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Ih anticipation af our survey, three features of the trend of 

«pplieatjion seem worthy of jiote» 1) Is toller «ad Prick suggested would be 

the ease, and as *e nsntlis^d In section I.£->1, few of the appHo».tl-€is 
||. 

to problems usually elssrlfi»! as communication prcblens. 2) The applioatioos 
i        I 

do not generally «splay to* irssdawniel theorem relating channel capacity 
1        f i 2 

and the statistical structure of thu a?ares0 Poor «ample, we knew of esslr 

tee limited attespts to characterise the capacity of a behavioral system 
j 

other ths*i; by observations of the actnal rate of trausmissiono 3) The theory 

has sot generated ess» problem* to be studied In psychology, but rather it 
S 

has caused researcher» to re-easBaiaB old pswlems from a is» point of irisa» 
m 

In some eases (see section II,?) it has permitted several sppsrently disparate 
SfcV 

effects to be included .In a single theoretical framework« 

The fact that old problems are being considered again does not- 

unfortiaastsly, mean thai» mm OAT* «re not noededa A published experiment 

rarely fulfils exacts the conditions another worker would like, and, aero 

important, the 5«elation of sequential dependencies requires a new enalyuis 

of tJis» r-5* data, and it is Tery r*z«i indeed to find extensive publications 

of rsar data« 

20 jte Entropy of plated English 

A problem which has intrigued a number of authors* including Shannon, 

! is the estimation of the entropy cf printed Fygiish (or asy other language, 

for that natter), ioe»., the estimation of the average number of bits per letter |  | 

*     mt in a written passage« Fat another way, the problem is to characterise the 
i  S  ^ " 

[ -<m r "JMiifillfifTa'TiigWBSn''-'-"'- ~r "----•—^"^- 
• — " •--«-— 
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srsTÄgs ssqsssrtisl dependencies ia the «ritten language«»   IT WB assume - 

as may b« appruodnately true - that the English ia one book ar article is 

the typical output of a stationary arcrcas the author»   then in principle 

all «a need do In asocalate   pCjli«»!.*»*:*«^) *«r all letters j and for all 

«-tuples of letters and blanks vLieh uigut precede j.    from this ve then 

eanputo 

F„ • - 2    ? TT    *J   J pi*±,5) Xog^rijlb^ 

where b. denotes a tjpieal block of S-l .successive letters preceding j« 

vies« thine F_. kasaay then «• could ssiimste the entropy of the caapie to 

soy desired nc ux «0/ ureliig tis rast t-^~~ 

H »» lia     F_. 

She difficulty- becsses apparent when it is realised that from a 27 letter 

alphabet there are 2r possible N-grans.   Of coarse» many of these are ruled 

out as iapoaadbi» in EugLteh* but even wart- we to assume that9 say, -iuljf cae 

per esst «ere possible» there would sttJl be 1,968 eases to be examined with 

N - J» and 3>'3,3iih fcr H » U. 

Nonetheless, F„ can be »OBgruted for very small values of H, and 

Shannon [91j| reports that 

F, » U.lli. bits/letter 
•a» 

F„ » 3,56 bits /Latter 

F- » 3»3 bitsAetter 

His ea'tculaticns are based on t'ae letter, digram.» and trigram frequsnei 

L  
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which hare been prepared fur coding work (Pratt t?6j}» Sot only is it 

practically impossible to carry tMa approach Each further, but Shannon 

suggests that F^; and all higher F»s, üBST be liable to acme error since 

raeny of the H-gtasa in the sanple will bridge »«roes two words. It is 

clear that other approximate techniques are necessary.. 

Three proposals UäWS IT^CS. made* The first employs^ in one w*y 

or another» the built-in kncsrl^ige of English statistics in r&pli8h=speaklng 

peoolflo The second attempts,   an assumptionj. to by-pass the sampling 
i 

difficulties of the direct pr >oadnra discussed sherd- The last utlliisea 
I 

the knoyri esplrleal distribu • ions of BnfUsh wards, though ignoring the 
I 

statistical dependencies among words« to determine «n upper bound on the 

entropyo We si»*ll discuss the proposals in this order.. 

2*1 Shannon's Upper and Lsrsr Bound* 

In his original report, Shannon [pp0 25-26, 80] states that 

"The redundancy of ordinary English, not considering statistical structure 

ovttr  greater distances than about sight letters is rnughiy 50 per cent*" 

(The definition of redundancy was gi-ron in section 1*3-6;,) In «. later papsr 

[91] he cites his original es+dmato as about 2»3 bits/letter» He arrived 

at this figure using two teohniquss* first, he developed äpprascürationa to 

English using the published frequencies, digram, and tri£*-«n frequencies of 

letters and the frequencies and digram frequencies cf words to generate approxi- 

{ stations to English« The redundiaoios in each case« were cs.lcula.ted; in the 

lAst two cas33 fcOE» extrapolstion was required* since the tables were not complete« 

wmsa&s&&z*E^§&immg&!gjmgiV£3^^ 
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Second, he selected passages of Bafliah at «ados, and using £ tab!» ef 

made» numbers he deleted (but with an tedieation that a deletion had 

occurred) s. certain percentage of the letters» Ilia subjects then attempted 

to reconstruct the original passag;:. and ha found that the letters could be 

resturod «itis bir^h accuracy when $0 per cent were deleted, from which he 

concluded that the redundancy must be at least 50 per cerrt. 

In this seesüu uap«*r [91}9 Shannon carriea his estimation procedures 

further by developing both, i«pper and lower oou&ds for uw entrqgr» and his 

data indicate that the redundancy may be ne*?er 75 par cent than 5ü per cent» 

He selected 100 *asples of English text, eadi consisting of 15 letters» A 

subject «»5 required to guess at the first letter of a passage until he 

obtained, it wSZTectSy» Snrjrlr.jj it« be guessed at the second uutil it. was 

obtained. In general, knowing IJ-X letters he guessed at the N  until be 

was correct. The data may be presented as a table baring 15 columns and 

27 rows (26 letters and a blank). The entry in column N and row S is the number 

th of times subjects guessed the correct letter on tho S     guess giren u« wey 

know the 11-1 preceding letters.   A small portion of the tools is reproduced* 

5 

S 

1 2 10 15 100 

1 l8e2 29.2 Ss. 67 60 80 

2 10o7 1U.6 13 10 IB 7 

3 8.6 10„0 8 4 > tm 

r=?si«i!r!^r%B«as9En*«»»^«a8^i«»is«aim»i^?raB»'.<ffl«5«:!'! 
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The colunm marked 100 was obtained by presenting the subject with 99 letters 

from a 100 werd passage. Ths dats *ar columns 1 and 2 were prepared frein 

published word and digram frequencies which are based on Tar larger sauries.. 

To use those dat-=,, Shannon introduced the notion of an ideal, 

predictor who? knowing p(b. .). i.e.* the probability of all '„-grams, would 

select letters j i« order of decreasing probabilitr for the given b,0 Thus 

each letter of a message can be replaced by a number between 1 and £7 'idnieh 

tells how max^r guesses will be needed before the correct letter is obtained* 

For sr. i£ß»l predictor this sequence of nuribers will contain the sane informal 

tion as the message, since one can be constructed from the others but it 

has the added feature that there will be United statistical dependencies 

among the numbers* since the diffIculty of eise will not generally detsrnins 

that of the next., Hence.» •r.cszrxlimg the entropy of the number sequence is 

not difficulty and it can be used to estimate the entropy of the language* 

The frequency of the number k ii the reduced text will, of course, 

bo given by 

2p(bt^) 

where the sum is tak«*w over all (N-l)-graas b, and over those J!5 such that 

it results in the k  largest probabilitr/ for the given b.» 

th Shannon theu show» that the N     order entropy, PH, is bounded by N5 

27 

z   ktq.;1 

k    " 1        ** 

27 

VI'      °2 -   -=     H   -     ,     *   qk   xos2 qk & 

k * 1 

/   . 
Using tha dats. described above, and saoothing thorn. Shannon calculated upper 

I 

l~~ • •       - 

gjj^a»s5SBaah«MaiapMHHagaaBg3gs^BB^ 
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«nd lover bounds f«r N * '.L,2,..ti,l?. 100» Some of the •slues are* 

i 

N 

1 2 5 10 15 IK. 

upp«r bound ii.03 3.02 2.7 2.1 2.1 io3 

lower bound 3»iS> 2.50 1.7 1.0 1.2 0.6 

'Upper and Losrer Bounda en Fn 

When both sets of points are. plotted for K • 1,2,».., 15» there still remains 

same sampling error« but üaxrth öurvs? ss? be faired through the points 

»»«BfnuMir Well- 

It should be noted that there is a considerable drop in bath 

bounds between N • 15 (at which point tie curves are nearly flat) aod 

N » 100. Whether or not this is meaningful Is difficult- to say, but, as 

«e shall see, none of the other estimates suggests that the entropy is as 

It« as 1»3 bita/lstterj howarrar, it must be kept in sind thst all of these 

«ill b« wm»? bounds» tad htw much too large they msy be is not kn«m= 

2«2 The Coefficient of uoostraint 

Kewawn and Gerstmart [75] approached the problea in another vsv whieii 

does not depend on -ouüt-in* kaoeisdgs «? Saslisb. statistics, but which 

does employ sax is yet unproved assumption« They dofine 

I 

n.'-s ^  a 2 pCiJloggPd) 

! 
• * 

c 
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and H(1,K)   -   -2   ZpCi.jJleg-pCi^); 
i   3 ^ 

«»iere i and J are Isttora in a passage which are separated by H-l others« 

That- is. H(l»N) measures the average statistical dependence i>£ ft shoi** j 

on the choice i whieh was made II letters earlier.   As w becomes large it is 

<3lear that this dependence decreases,,   A as-sure of its najgpaituds is 

Ej (N) = H(1,H) - H(l). 

They then define a «tiuuiidiy- 

1 
! - 
i I 

!     ! 

; 
9 

i 

o 

E,(M) 
>JV«/  -  X  -        A 

fid) 

which is called the coefficient sf constraint.   It is a quantity which is 1 

when the N     Bt»l«ctien is uniquely determined by the first, and 0 «hen toe 

N     la independent or toe first»   Siaee only pairs of letters are involYec; 

in these quantities* it is comparatively easy to det-ärmine them .far a given 

saiüpla ox languzgs. 

Using a 10,000 vcrd sample from the Bible* th«y obtained the 

following datat 
N 

2 3 k S 6 
D(N) .223        .203 .06L       .039 .027 roi2 

and a letter frequency entropy of !*=<% which we observe is slightly different 

from the lull* obtained by Shannon0 A plot of these data on log-lag paper is 

approximately linear with a slope of -2o0, or* ia other words,  D(H) • 1/8*» 

approocLinatel/ „ 
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The problem sow Is whether we can estiss&s F. from data on 
£1 

D(N)i   The anew» is 'yee,» provided it is faros thai; 

FN <    [1 - D(N)] FH-r 

! 

This relation is Mff+alnJy tru*. «hen B * 2 - iaöewl. the equality holde then 

and it is true for >mf H such that the syafrols are Independent« for then 

n(N) «• 0 and F^ • ?,,-.   They poirfi out* however» that no proof of tho 

assumption has been found« and thsy add without further elaboration the 

cryptic eounent "„,,., ;svi tbsre are liaitittg eases in *?hieh it :ls proved not 

to apply**    [p* 130, ?53   In «ay ease, if it is assumed, one hits 

H 

i - 2 

i - 2: i - 2 

J 
t .   H(1)   ÄUi 

ffl 

where *e hey© isferoduoed the espicdcally grounded aesua^rtdon that 

B(i)   -   2/l2°   I» the Unit 

l    - 

c 
H    - 15a     F„    -   H(l)/2, 

whiw« jji^a» au upper bound, if tbe *ao «estaqpticr» &?e correct, of 2o0lji 

i   
fs^nmfifv* 

vammamumm—iem—m 
'S£^^*^*?^js^as»5»#35^iiäö 
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bite/letter,   IP. »Edition, for H - 1,2,..„15 they ecopate   H(l) ^^-i2 

and tfeay eaapare thorn points with those obtained by Shaaacn as «a upper bound. 

This curve a©*» to fit the poizrts as wall as lib faired «urro of Saaanan» 

2.3 Distribution of Wards and Icttsr Sstrwpjr -r1 gawp»——<W • •       —   •**",     • II Ml I mw      nwan   MH««MM       —— — ——' alh 

The third, «ad laet, B&jw s^presafc t-o setting bounds «* ths» latter 

estawjjy rests on a computation of word entropies which is baaed on kaoaa 

frequencies of word age ia t«c language,   'Xuie ernsrcpy, nfcea divided by the 

••"•rage ward isne.ih, affords an estinate of the lett«- eutff^py which is only 

*c upper sound«, aino* the t«?lv>lqae9 based as it la only on ward frequenting* 

lÄBcrss wwpletoijp tJae redundancy doe to inter-word inflagafeee» 

Long before infara&tion theory s pdople had detsndaed ths frequency 

of usage of Tari?os words, and it «as Zipf [102] who observed that if we rank 

wards   l,2,.«.,r,...   in order of decreasing fpeqa*aisr? the» the frequency 

of MUZ of a word is siaply proportional to the inverse of its raak.   Thai is, 

the probability p   that a rsndonly selected ward is of rank r is gtwa, 

apprextoately, by 

Pr *• k/fc, 

woero k is « pggpogtics5lltty fac*«r indgpsade«t of r*   n»re Is a e*örfcai2, 

ambiguity as to just how «any ranks there are and certain^ if *e eonslder all 

poesibi» Bigllgh v=?ds the apprcodasta la» fails far Tsry high ranks. Ths 

value of k is chooss so the 'liai,1 jmawa as Säj-f 's l«r, holde far the lovsr 

ranks, and the alas H of the vocabulary is givsa by the condition 

^3R 
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Sewnaa and Gerstnan [7S3- miler [671. «ad Staunen [yij Eure «II carried cut 

this connotation, but as Bowmen end üarsinta point oat, there axe curtain 

discrepancies In tha results»   Shannon obtains   H • 8,727* while IBllsr» 

OTssumably using a definite integral to apprcadnete the aerie*, gsta 22,000, 

and B—ia and Gerstman obtain 12,370 by taking into account the discontinuity 

cf the first 100 ranks and approximating the rest of the series by an integral« 

using tfadn distributive* it Is then possible to calculate the 

entropy of the independeot ward selections according to the distribution, 

i.e,, 

H 
H I i^i 

Shannon obtains 11.82", Miller 10o6, «id Sewsan and Qiarstasis. 9.7 bitsArard« 

These give estisates of 2.62, 2i3«S, «aid 2.35 bits/letter if we take lu5 

letters to be the average word length. There mnrmara to be a farthar dis- 

agreement, as «as pointed ont by Keinen and fco-ataan [p0 121*, 72]» CöuBiäsr-ing 

the different aüjoes cf H obtained, both the Shannon and the Newman and Gsrstrsan 

results should be on thti sa*s side of th»i Hiller i««ultj they are not. 

Another approach to the problem from the point of view of words 

is iiue to Bell [2j~. He supposes that the space between words is sert infallibly 

and then tie observes that the length of a ?oru. carries setae information* -&s 

• 

"•••••••BESHMMMBBHBSHB^SaBBSSraMBBH^^ 
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the simplest «maple, consider the fset that there are only two words of 

one letter in naraal uset   the personal pronoun '!' and the indefinite 

artdola ««.•    Hansa only two cnt of the 26 single-latter •words' which 

asthaamtiesl 1y «.Tillable from the alphabet are admitted' to the English 

language, and It follows thai when a word of one letter is received in EkigLiKÜi 

the choice is only 1 cob of 2 instead of 1 out of 26«   An alternative 

expression of this is that tue 'internal information iapllcit in the fact 

that the l-lstter wttsi is it. the FngTIsh Xsnguags equivalent to a selection 

of 1 out of 13 -alljernati-ireej   «nu the coorazaictttioa of a selection of 1 art. 

cf 13 tjouid he regarded as a coröüiunicstion of 5*7 {bitav of inforaation 

Clog~13 • 3*7); so that t~ srorag« tot*3a«al infosoatian of l-lstter words is. 

the lagliah language mar be stated as 3.7 bita par Iatterc
3    lp» 3?U> 2] 

For leaser words sruoh a detailed analysis is inpogigribi/}, so he n*ds »litißtical 

samples frost th» aivsionary.   Proa this he calculated the internal inforaation 

in bits/latter and he obtained* 

!   i 

ÜCTfcer of Letters 

3 1» $ 

Internal 
Inforation 

3.7       2,2      1.53       1.93       2.36       2.66       2.98      3.EL 

TüIJS. ctzrre «as saoothly extrapolated far words longer than S letters«    Using 

Dwey's raord list [11] to obtain relative frequencies of words of varior» 

lengths he caleulatud the weighted «reragci of the internal infozsiatlcc aijd 

he obtained 2.1 biis/Lettaro 

.^a.-.i »n iw i—laiiswi »mmmmiMUi**.«—i - 
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2,U TO» Sola of Redundancy 

Whatever the correct -rait« of the letter entropy is» It ia clear 

Otiuh it is not much over 2 bits/letter and not much less than 1, and so the 

redundancy Is somewhere between £0 sod 75 per sen*. In other wards, ire 

could {jfsusdt the sane information as we do irfther by using a considerably' 

smaller alphabet and keepiag Uw l»»gvh of bosks and Articles shs same, sr 

by keeping the sane number of syasjuLB in the alphabet sad reducing sentences 

and books to from one quarter to one half ttmir präsent length, That cor 

language is not fully efficient in this statistical ««ose presumably results 

front OUT seed to eessasrLcate rapidly and accurately under adverse conditions, 

i.e», whafe there is noise« in the presence oi" other voices, in the wind* at 

«ea;; etc. It is clear ftrcsa the little example given in section I.U.3 that 

even a »all «swnt cf noise can result in a. serious drop in the infommrtion 

transmitted - in that eass a one per cent chance of error resulted in a 

ten per cent drop in the entropy* It thus appears reasonable that if a 

language is designed t-o c«rx> with even a slight amount o? äüiss, the-, the 

radr^dptry sast be suite Mgh indeed. Of course, «ban the noise level is so 

high th»t the natural redundancy of the langu*ge is unable to combau it» 

ether methods are used, e»g«, words and even Tjhol» sentences are repeated, 

•uu Is 5üch places us factories the vocabulary between tin people msgr be 

reduced to a few words - poasibly, to 'stop' and *go„{ 

-4a example of a pnrpcseTul increase in redundancy ig found ir. the 

•«sry formal laageaga used far air traffic control at ~i fc-lrpcrto Prick and 
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Sumoy [20] hm presented & 502505x7 of their findings for this language, 

but without ansah of the data,   They used the technique, introduced by 

ShiuöKa [91]» of having subjects predict the next letter of « message.   Using 

trained personnel as subjects they found that the uncertainty of control 

tower language is about 23 per cent that of jwadom sequences of letters and 

spaces»   And this, they point out, is a sea-lous owsrestiastioQ, since la 

practice the operator almcni always knows th» pilot's situation and thereforo 

certain massages are awftaded.   To estimate these situational constraints, 

they described hypothetical situation to 100 Air Force pilots end asked 

thcs to predict the control t/**er message«   Forming equivalence classes of 

'xoeanirig uaits5 and w*kl»g into account- the isposed grammar of the language, 

t!«jy found that the uneartäiaty i#ss no more than 20 2*?? east of «hat it would 

hare been had the uttits been equally liksly and randomly selected.   Tivi overall. 

effect, they estimate, is a redundancy of about 96 per cent«   This is not 

an loplausibie result 'then one considers tha high noise level in both the 

toner and the plant», and especially the low margin of aUseable error« 

A similar study of tower-pilot cossxmic^ticns at the Langley 

Air Force "best has been presented fay Seiten, fvits» and Orier [18] •   As 

in ehe Frick and Sunfijy work, thay divide messages into informatics el-sssats - 

"soa a word or a group of words representing a typ« of i^rcrzsiica., crush as 

runway Aseigsroent, elapsed time, etc.»    [p. 3>]   *fHr~~ .-""•^ied the analysis of 

redundancy into thsee levels«   fto-st, they simplr - .--• :l=tc accourtt the 

frequencies of the various information elements;    second, they cis-sarnjissd ths 

predictability within a message;   and third, they detemined the predictability 

1—•— *a» fnfmi^c wnKwm»m 
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between nosfigcs from the observwd ccadifcional probablliuLeo between messages. 

At tig second level, they determined the probability of eauh massage sad 

'fetcrmlsad the entropy of «hole messageso This divided by the average number 

of elements per message was taken to be the entropy of each element« A 

justification cf this procedure was given» The data are separated into massages 

originated in the air and at the tower, and the estimated redundancy using 

each of the three levels is presorted: 

Air 

Tower 

»35 

•as 

«72 

.75»' 

.81 

s?8 

( 

RadTcdaniy 

The cnthci'9 estimate that if contextual eonutraints era taken into account, 

as they wara in the Prick and Stjpty paper, then the redundancy wcrald be 

about 95 per cent,, which compares closely with the 9& per c*nt mentioned 

above. 

3o featrihution cf Wcrds in * Language 
MMaCKwaoMMMaM   MMM>  «MUMM «MH   •»*>   i.«•»*»•»• w»—MHI 

In the Iwrt section we used the empirically grounded observation 

of Zipf t&at if the wards of a natural, language ere rsnk»d from the most to 
th the Icist acssson then the frequency ox xhe r    word, is apprcxijsaitely isstrsely 

\ 
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proportional to r<>   Ziyf foucid that racs9 linguistic data could be fit by 

tho more general equation 

P      -    F"B 
*V r 

th vbere p   ia the frequency of th« r     word and P mm B we constants. B 

being la the nei 2**«**'*** a? 1 for all language.,,    "Although this relation 

appears wish regularity in linguistic data.; no one has elaiiaed more than a 

vague appreciation a* its cause of slgaiflcanaec   No om, that is* until 

Haadelbrot»1*    [p» I4I3» 72]   Ibnde'ibrot has discussed his work in several 

plftces,[57, So, 5"y, 60J,    the clearest ürobabiy being [60], and HJHiff [72] 

has gives a very haipful summary ox it» 

Haadelbrot started vith the assumption that the language - like 

all known ones - Is discrete, i»e0, that connuni^ution is b/ means of units 

asuied words which are separated by a space»   He* iurther asjrumed that the 

transmitter in the eoBimtrii cation system encodes ana the receiver decides 

word by wtrd.    «»Although it may seem trivial, the introduction of the space 

between words is the crux of Mandelbrot's contribution and the main feature 

that lead» him to results different from Shannon's»    In Shannon's pt-Dölem, 

the entire :ssssage is reasmbored and then coded in the most efficient form 

for transmission.    In ISaadelbrot's problem, the message is remembered oniy 

one word at a tirae^, so that every time the space occurs the traagnittvr Hake» 

the most <af iicient coding hs car» cf that word and then begins anes? on the next 

wordo    Obviously* a ijransmiiter of ths kind Shannon studied, will be more 

efficient, but one cf tJss kind that MjadeHbrot is atadying will be more 

practieaXs"    [p, U3J|, 7J'] 

m 
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Let tu assume that the words are ordered by decreasing frequency 

of occurrence| denote them by W-, W2,,«,.,WR» Let the corresponding 

frequencies of occurrence be p., p9?...,Pe« I*t us oujjpose that to esch 

wortf. there will be a cost 5 for using it - ue do not specify «hat we mean 

by cost '^rnffT't that it can be summarised by a re«! number» It sight be the 

numbe«* of bits required to i«»namit it9 or the delay. etcn The first problem 

Mandelbrot attacked, which he called the 'direct proM«<*.' is to find what 

«aiie result» 

lo Let us suppose thai the ararage cent per word, 

«•ifii II» im»;^»^«^ - 

the cost«« C   should be so as to result in the least costly traississicn of 

messages assuming ward-by-^rord ceding and known frequencies p „   This condition 

yields, as a first approzüst-ionj 

| Cr - [l^rj 

whore [i] denotes the» next integer follwiug x«    A bsitör app^c^ö/zatien in 

0r • [logjj(r * m) * logj^l] 

wbsrs; M, n, and d are constants independent of r»   observe that the cost 

depends on the ranking» but not on the details of tlv» probability distribu- 

tion s 

Next, we turn to what Mandelbrot called the »iarerse problem»9 

Is the problem he assumed the wordi* given and their costs fixed, and the task 

was to determine the frequency distribution p_ such tuat «one ectmomy criterion 
1 

is mat.   He has given several criteria which all lead to essentially tb» 

B&•mmmmmwBMmmmummmMmwMmmmMmmmmm m 
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C -    2    pß, 
r - 1 

is fixsd in advance* and we look for übe best frequency distribution to 

transport inforoatioa (in Shannon's sense)«   That ±sf we naximiac 

H   - 2p_log p     subject to the abov= constraint,,    (This problUm is ftamliy 

identical to Boltsnnn's prcbl'sn in statistical mechanics:    to find this mximt\A 

entropy for a given average energy?)   The following conditions are necessary 

said sufficient to solve the problem* 

-BC 
p  - P'-'M 

t 
it 

B > O 

z?r - 1 

2prCr • C 

The third condition determines P* and the fourth B9   provided that C < logR» 

Note th* eoet Cft of the space does not enter herets 

go A second condition, which is a trivial modification •'of the 

first-» ii3 to hold H fissd and choose the distribution so as to minimise the 

average cost- C* The only difference that results is tliat B is aateroiiaed 

by the vaxae 6* H, provided H < IigR,, Again the value of CQ is irrelevance 

3» A more interesting variant is to äHJW R and 0 to be free 

and to ndxiiai*© the average cost pel« wnit of infoornation: i0e0, »taimiBe 

~T r  0 

- 2 Prl'''g Pr 

SIa 
?.m MS"»»» 
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sub.lect to the consia.-aint   £ p   • lo   As Wore, we find that r 

p     «   P'H     r 

-r 

b*J± now B is dctersiined by the lalue of Cn, and so both the -value of C a** 0' 

of H are fixed by tfie choice of CL 

Finally,, we turn to what Mandelbrot, called the 'secreey prt&Xaö«' 

He supposed that the words are composed of letters I»,, Lg,»,,.,!^, where G 

is ouch smaller than R„ Let the letters be labeled in order of decreasing 

frequency^, denote the frequency distrSirotion by q., .and write the cost of 

lb» i  letter as c.« The cost of a word is assumed to be given by the sum 

of the coats of its component loitersa 

•The best possible of all weighted vocabularies from the poi&t of 

view of the secrecy encoder is the one in which the most economical code is 

slsra unbreakable» Tho code must then be a random sequence of element?» space 

included, and the enemy must cither go to word relationships, that is go 

beyond our approximation, or try all fcays, the number of which is astronomical0" 

[p0 131, 60 = ] The requirement he places is that an unbreakable random sequence 

of latters transport infccTsstion fex'the smallest possible cost per unit of 

information» This is similar to condition 3 of the Inverse problem, differing 

hsssver in tliAt there is no element correayuuU-u'T to the word spaas« Formally., 

the condition is that 

* I culeg *i 
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should be a Biaiaam subject to the condition that T. ot, • lo   l*ram this 

requdreneat it can be shown that the word distribution most be 

-BC 

an before, hut with the added eoaditcns that   B > 1 and H » «ö 0   The latter 

condition follow» tezsa the Fsquir&asnt of a randan sequence of letters to 

sustain sesrscy-   We shall discuss the condition   B > 1 a little latex•.» 

Let -as striae»   to attain the least costly tranjctissicn i&s*z 

words are ranked in order of OLecarwaöing xraques<?y, then 

C     -   [lag* (r * w)   *   leg-ill,, 

So attain 1} the miedBJua information transport vi*b the aweragu cost per 

word fäjmci. OT 2) the minimum average cost per vord with the information 

transported held fixed, cr 3) the mteiüüfl" average «jest per unit of information, 

tuen the distribution of the words should be 

p„    •    P«M     r . 

Tf w* combine vies« Wo conditions, taking into account the fact that 

statistical fluctuations in <iata will smooth over the steps of the former 

equation, we obtain 

-B 
p. • P(r • ») 

wtlch Mandelbrot has c&31ed the * canonical curved Observe that if m • 0,, 

this is the generalised Zipf Is?» 

fci»*»>»lo33'CC««fc^«»<»«H~5»«t»i 

sSSSKfi 
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äs MädJdelbrot, points out, the fit of Zipf •» law to most language 

data is good only ixt thn central range and it id In error for the most 

frequent and the least frequent words« By choosing values of B and m 

different from 1 and 0 he has been able to achieve far better fits» 

The condition B > 1 which results from the secrecy criterion 

h»s tx*>n found to be net 07 most natural languages« Zipf called those with 

B > 1 !cpsn vocabularies* and those wlth B < 1 'closed vocabularies<>' Kost- 

languages with closed vocabularies are in some way peculiar or special« 

Clearly, Mandelbrot's theory* like Shannon's» is normative, but 

it is much more closely related to a specific empirical field than is 

Shannon's* Thus the question sum; be raised as to exactly what Mandelbrot 

has shown and ~«ha& it scans for lingnisties« "Ha says that if one wants 

to communicate efficiently ijcrd-by-word, then one must obey Zipf's law- 

There is a strong temptation to reverse the implication and to argue: that 

because we obey Zipf!s law we !2ust therefore V*« eorwaunieatisg wcrd'*y=«iöf»-d 

with maximal efficiency." [p. h'3t  72 j Of course, Miller goes on to point 

cut that siicb ether evidence eoists - such as the redundancy data discussed 

in the last section - to suggest that this reversed implication is false« 

It remains to be seen whether it can be shown that, marked deviation« it 

certain dircctiozs fton perfect efficiency result in only slight oßviationa 

from the canonic* 1 curve« 

r 

f 

U.»   The Capacity of the Human Being and Rates of Information Traaaflar 

In recent years it has proved necesssiiy to construct a variety 

of canplex infermatioa-prscsssing systems in oi-der to deal with certain 

. • -.„>. ...-,    ,.-;>. E^=^aW»«3WBKK*w«SRl*'   . .. 

sm i.*M*%!o,~=*SJ0u,l&Z ga. 
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military and industrial problems o These systems typisaiäy reec>ive« from 

diverse sources, a tremendous amount of raw information which na^t be 

filtered, recoded, and correlated into i&iafi.i ne."- be called a model of son» 

situation of interest» The model rwst be sufficiently sltmaie RO that a 

I i person can grase it completely, end sufficiently accurste to that he can 
I 

rc-'ioh useful decisions on the basis of it. For example, an air defense 

system receives raw information /.Tom radars, spotters, airline oOieduies» 

weather reports, fighter readiness reports» etc* All of this must be reduced 

to a si251iiii.ee rac-del of the enemy attack, the defense facilities, aud the 
g 

defendive response, so that a commanding officer, with only a few seconds' 
i or minutes1 delay a can know the situation continuously,, The officer must 

a?^e and modify his defensive decisions on the basis of such a modeio It 

is clear that much of this processing - especially where speed and accuracy 

are üscded - can and should be reduced to machine operations* but,, with out 

present technology, there are certain step* whieh are far more simply and 

effectively carried ou'i by s> person than oy a machine« For sjcaaple, one 

of t3Se fÜJfst steps in an air defense system^ and one yhich is act easily 

duplicated by a machine, is the isolation and transfer of pertinent information 

from a radar scope face* From ail the random noise and background reflections 

en the scope sn operator must single out- those »blips* which are aircraft, 
i 

and this he irriet introduce into the rest of the system, say, as * -r~- 

; 

telephone message» The question arises as to how much information he can 

process per second over o sustairw' perlodo 
1 

(g> It is slea* that for any specific problem of this type*, an answer j 

I 
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can be obtained by direct experiments on the trained personnel using the 

eqwipsfiftnt.  On the other baad, the qui>stion arises whether it is necessary 

to study eaeh n«r situation separately, or whether the pertinent varisble 

is the amount of isfcrcötion in bits/sec which will be presented to the 

operator as compared with the maximum amount he can bandle e 

That is» can ws treat a human being as a ehann;5l and so determine 

a channel capacity for him? If this is possible, it w!3.1 certainly simplify 

the design problems for it is generally not too difficult to determino -ishe 

rate of information flow in the machine components of & ä/stem0 The question 

of whether it is useful to treat raun as channels in certain situations remains, 

in the opinion ot many, still an open problem. This is not our question here; 

we need only recount ssss ox the stä*li«s wbl^. U»?ö be<in executed to determine 

his capacity under the assumption that fee Wßi in rac'i, De usefully considered 

as a channel» 

Considering the theory presented in part I, two procedures to 

estimate the capacity aeem possibli30 First, frens whatever physical, physio- 

logical, ajid psychological facie knwn and relevant to the type of transmission 

being employed, tö make an estimate of üie channel capacity s Second, by 

var/ing certain variables and by employing diverse coding schemes, to find 

the maximum amount of information which he can be caused to handle»   This, 

V *^6 fundamental tfceui'em Of information theory, affords a lower bound 

on the capacity., Roughly ep««Mng. the first procedure has resulted in upper 

bounds of the order of 10,000 bits/sen, while the second yields a lower 

bound GcvTHwhfti«? -5 M Uie rang» of 10 to 100 hits /see •> The consensus is that the 

fS»<t 
zasaaS2KESSr!ssMM?iö!ii«i^fi3»«sss8B»^ SsgzgSa&mstä 
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lower bound more nearly represents the human capacity, but no really strong 

argument exists to support this view except that no oae has yat devised a 

way tc achieve a higher rate« VJe shall now examine these estimates in a 

little more detailo 

U»l Uj3&er Bounds 

Possib3y part of the difficulty in obtaining a aatisfactory 

estimate using the first procedure is the present lack of an iidequate model 

£ar «hat happen? functionally within a perse« «her.; he is processing information» 

Thy«, independent measurements en nost of «be 'channel* <• which is -urs2y 

not homogeneous in its properties - cann.* be had- As a result, the estimates 

which have been made ss*i in a ssass essiy c encerned with the peripheral 

aspects of the channel« We will cite in a moment another reason ifcich has 

been offered to ©xplsic the süfföi-wne between the upper and lower bounds • 

iicKiider and Iff Her i,5'3J have pointed out that an estimate of 

the capacity with respect to auditory signals can be obtained from a result 

of the theory of information for continuous systems (see the appendix)» It 

is known that if the bandwidth of the channel is W cycles/sec, and if the 

noise and the signal are stmiy additive with a power ratio of P/S, then the 

capacity in bits/sec is given by 

n - \Tln*  fi + £). 
—jj-  a 

For auditory signals a baadsddtb of f>j>OOG cycles/ssc is crnservative and a 

»ignal-to-noise ratio of 30 db, or a T>c***r- ratio of about 1,000, is net 

üjüuraiil, is which 55SU the capacity must be aboi.it !>0,0Ü0 bits/sea»    In 

_-jo«ik-«i*aHiiwjKS5:ji5ai;'» -ü —-^-. - ^  cs-ae 

3S3££S9fS&. 
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Actual attempts to transmit selective infotsation by auditory assne*. a .rate 

as high as 50 bits/eee is unusual. In other words* the efficient of the 

auditory system must be considsred to be abctrt 0B1 per cent« Licklider and 

ItLller offer the explanation that most of the information transmitted by an 

auditory signal is personal information about the originator - his '«ay of 

speaking, his mood, and seme of bis linguistic history• While this may «ell 

be the case, it is interesting that no one has yet devised a way to use this 

apparently available nspacity for the transmission of preassigned selective 

information,, 

A far sore detailed estimate of auditory capacity has been made 

by Jacobscn [hk,  U5] using various data -*out hearing, such as the total 

mürber of monaurally distinguishable tones 0 He conclude« Oora his analysis 

the.t one ear should be able to handle about 8,000 bits/sec,, and with vejy 

loud sounds, 10,000 bit«/«««- It is known that there are (ipprcxLreately 

29*000 ganglion cells f:rcmt th= c?r^ herice the average rate of information 

teinsfer over a nerve fiber is about C3 bits/ssc» However, he points out 

that "It is very unlikely that there is any binary or similar coding in the 

sochlear nerves» It i3 consequently not particularly nBasingful to state 

th?it the average informational capacity of a single cochlear fiber is about 

0o:! Mite/öec.n ,rpp- !;7Q-U?l« hS]   This result, however, can be translated 

inV-o the equivalez.t number of tones which can be distinguished on one fibar, 

and ho obtains u0 tosss/sect 

Jacobsox* [\&]  has also carried out ft. similar calculation for the 

ejrc», taking into recount facts known about diec;riminability, etc» but 

! I   ! 
i 

3 
» 
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ignoring too effect of color« Be obtains an estimate of 1»<,3 x 10 bite/so« 

for each eye» Prom this one esn conclude the naxiaEiE overage rate over 

«soh senral iMber most be £ bits/see« The inclusion oif color would« of 

course, raise this estimate» 

So far SO v» hare Äetem&aed, thess are the only estimates of 

uucumel capacity which ve* based on measurements independent of the actval 

rate of infcsrsation flc? . VJ» turn now to estimates of how rapidly informa« 

tisn of a particular type can be, or rather* has been, caused to p&ss through 

a persona 

!>s2 leger Bounds» Hseignm Qbsegffd Bates of Infonaatior. Transfer 
«WMM«    MMNMMMr MMWIMNM    • MJn i J—in l.t<—^   «". !• _ JC ' MCI    'MM   «HMMHMMMMM   «MaMBMHM 

let us first consider the transmission of language encoded ScfcTsa- 

viose   t;H.ller [67] poixcte out that if we consider the srerage measured length 

of -rowels and consonants » shout 12.5 sounds/sec •- and If we «we to suppose 

that they are equi-^xrouEl>l£ «a« iadepeadently selected» then speed» would 

convey information at a rate of 67 bits/sec«    If, however, we tak* into 

account their relative frequenelsB (Dewey [11])» then the sete 1B reduced 

to abcafc 60 bits/sec-    Farther, if we take into account the fact that Towels 

and conRCiants tend to alternate in English* v.he estimate is only !*> bits/sec» 

Finally, im the basis of Zipf's law. Miller estimated that there are 10*6 

bits/wörd (section H.2.3)..   Since a speaker ciia sustain a narsiiSna of about 

3 ^ords/sec,-, the transaissioa rate usl'sg speech can be no «ore than 32 bits/seci 

*?ha maximum efficiency within the restriction iüiposed by fche phonetic 

structure of English words, therefore» is about i'ö per cent."    [p(> 798, CTl 

»•«*ww»^Ä*aai»*i»*«M^te*K»WJ»Ä 

mF^mmai^^^^^Si^^^mm^mmmm'^^t^KW^rä W*MghJ li.iLü^feia^fct^^ P4 
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In practice, however, an ordinary speaking vocabulary Is not as large as 

assumed when Zipf*s Isw is called for, nor can a person usefully employ a 

speaking rate of 3 words/aec An assumption of »m eoui-probable distribution 

0780" a vocabulary of 5;,C0O words which are spoken at a rate of 1*5 words/sss 

yields an inTcruAcion rat«» of IS bits/sec» 

In addition, an Quastler and Wulff [ß?l point ori, the vario a 

rate estimates using Zipr's law ignore the constraints among words« they 

cite evidence which suggests that the goes»ing of a missing word vithin 

context, ssy ba correct as much as 30 per cent of the -time,* This reduces 

the information transmission Kite to »bout 7 or S bits/word, ana i±' we 

assume that 15 per cent of the words are incorrectly received, the estimate 

must be reduced to 6 or 7 bits/wordo using Killer's speaking rate of 1,5 

words/sec. it appears that from 10 to 20 bits/sac is a good average rate of 

w commission, and taat with jrapid speech the. rate may get as high as 25 

bits/sec. 

Quastliar and Wulff rsport- daW«. on several o+Jtar mathods of 

information transfer, and in summary thsy find that 25 bits/sec seems to 

be the msxirasn rsta„ In all cases, a mechanical response was required of 

the subjewt, Vat thsy verified that meehanicwil llcitations were not deJ'.erminlng 

an ipparent rate by Bhcwing that higher rates could be achieved if memorise 

materials '»are used. The first experiment WüöV CUSS-:.?süad :f«s based on 

typing, bub it was known a priori that uMs weuu: v.or. ~ • "_-  fastest 

possible rates, since text can be read aloud faster than a typist can take 

it dotm. Fur tiiis szpsrimsnt, r«ndts5 sequences of letters were drawn from 

i i > 
5 

I 
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alphabets of l»,8, 16, »ad 32 sysbols« Three typists vith from 5 to 12 

Tears' *aq.orlanee wer* paced by a metronome at 2, 3, li, and 6 beats/sec« 

la general, the errcrs w j.ch occurred ware the transposition of letters, 

and so it is a question as to whether those should be treated as o.ae or 

ts»o errors• Depending on this,, we obtain the following upper and lower 

bounds on information transmitted (section 1.5) 
.i 

!j~53~ Bound 

Lower Bound 

i 
a 

Alphabet si*e 

8    16 32 

6„7 

3.8 

lGo> 

7.U 

13.2 

31.8 

16,7 

13.U 

Information Transmitted in bits/sec 

i 

C 

It u*s feaad. ss vonld be vxpGOtod, thai wit«i the higher ü»tronons 

speed« and with the larger aiphabiri.3, the greater percsnt*eje of errors 

occurred»    For 8 and Ih symbol alphabets s spssd of 3-2   • 0o2 keys/s»e 

rsprsssntsd the highest effective sp;*ed, and beyond that their precision 

so decreased as to keep tiie •srsi»3~ls iri-on rate shout constant, and beyond 

U.3 kcys/Bse the quality of their output decreased Trery rapidly0   With U 

:eyr*ols the offectiYe spaed was 3,.6 key3/2cc.vl uad with 32 it was 2-9 keys/aec 

When the «ubjecta were not drlTsn by z ssstrcscsss, but vere iastructe-l to 

type as rapidly m possible- it was found that the rate c£ transmission was 

down about 9 per cent« 

!?.l§a5P>SE3t!S öif^äiasssosf* 
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A second «xpariment drew on the sight-reading ability- of tLres 

young pianists. Ti»agr »are presented with random music (notes selected 

rising random numbers) and they were paced by a metronorae which «as gradually 

increased in tempo over trials,   Tape recordings were ma<?e zn-i each of the. 

subjects scored each cf the tapes ±or errors. The a^ee/fioat was fair, br.t 

both a lew cc-oat {vsnsrs  detected by. *«eh subject) and a high count (those 

detected by at leitet one) were determined .> The information transmitted 

vaa COB^OVJU frctr. the error count and from assun^tions about the error.* 

pattsrtto Again, -^*??sral different 'alphabets" were employed« 3» k»  5» 9» 

15, 25, and 3? keys. 

The data show that the highest speed for which the error rate 

remained low decreases free ? keys/sec for an alphabet of 3 or 1» keys to 

h,3 keys/sec for -übe 3? key alphabeto This decreased speed, coupled with 

an increase in error rate, keeps the information transmission rate at about 

22 bite/see ever a fairly wida range of speed awl alphabet niss» 

In ecstr&st to the typing esperiment, iidivictual difference» 

became apparent when the subjects attempted to ««Treed their limits0 Oae 

kept the error r%\^ los? by ladling to keep up with the metronome, another 

kept the pace but allowed the error rate to become iargs» and the third 

held the pace for periods and than he would löse the beat. 

A -third set of materials for determining cspauity which QuasH-sr 

and Wulff have stucoeid is srsntal «rltht»tic prdblsas» They point out that 

if certain plausible assuMptions sre sods about the information involved 

in calculations, as»! if the published tia» data on so-called '3i.**htning 

m\T^mv^^iissssamm^iammasss^mfiasL **&mm!>10*i-MJit!bMmän*B^-*!=~-: WH' • •••• ••s»«b^.4f.«j<»»lf .^ *t-u.irl(BSK»«si!SEr 

'U^»»w'M;«Bm»!!«f^ÄttSKM;lw»iffri^•~~2 
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ttileulators' (people who ar» noted for rapid mental calculations) ar-a used» 

one obtains «s entlnite of 22 to 2U bite/see for? the tntasmlKsioo 3»«e<>   Ibe 

feat of such people appears, t>«r:^ore, not to ba a high rate of information 

transodaalon, but rather a tremendous storage of information for short 

period» cf tine >    In eddiüen^ Quastler and Wulf f condueiieu ocaa simple 

experiments on mentyru. addition of columns of figures»      C)n the avera^i 

ZhZf r-sEüf - isiir Irr «»gtHwy scuo plausible* but dsbabab.'Le. assuaptlaDS • 

a rate of 6 to 15: bits/aecj but o«?« »asentiunal subject sustained a rat* s# 

23 bits/see» 

From the?« dat»s and others not published, it appears that it 

is difficult to eause a «ubieet who hi «alloying familiar operations to 

exceed - 1st us be generous - ?G bits/sac, even though present estimates 

of ear and eye capacity exceed this several hur^red times«   It ceriaiiüy 

seems an open problem totring these two estimates closer together, either 

by devising a method to employ much scire of the apparent capacity to tranamit 

selective information, or by a more detailed analysis of toe huaai; belog 

as a channel tö she« that £0 or 100 bits/sec is truly Ills lisdt»    JiCiüaoa's 

eoMments on this disparity are of Interest,:    "tJfcus it is evident tnat the« 

tarain can digest gensrflaiy less thiui 1 per eent of the» inf ormmtion our tars 

vill pass •    It must be appreciated that the ear is a channel vastly wider 

than its apprehensible output,*    It is the ability of the, brain to scan far 

those portions oi' the auditory   signal, which arc! of interest which mulma the 

wide capacity cf the ear imodaally useful«*    [ p* i»71» 1$j 

C 
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Not all the experiments, or the observations taken» ea rat? of 

infersation transfer have resulted in rates as high as those described 

a Ten Eiridently the »ode of presentation of the information vitally affects 

the rate at which it can be handled; if this conclusion is true, then the 

naive prosram outlined at the beginning of this section must be modified 

to some dgreeo 

In this connection the results of an experiment perf aimed by 

KXanroer and Huller [1*9] ape of interest <. The stimuli consisted of five lights 

«arranged in an srej a corresponding set of telegraph keys was arranged 

under the subjsct's tingc*30 Tb«? subject was to press the keys corresponding 

to those lights which wer« on» B$- using various numbers of bulbs - the 

subjects were told which would be employed - 1, 2, 3» U» aad 5 bits could 

be achieved in the presentation» In addition, the stimulus cycle* wh.lf.Si 

consisted of jights on 5>0 per cant of the cycle rnd off the last ->0 per 

eeutj was presented at a rate of 2, 3* U> and 5 cycles pee second,, The 

subjects were all trained on the apparatus for several weeks, and the 

practice curves indicate that they had «oiHpieteiy stabilised by thö tins 

th* experiment was perfciTisdc. 

For a fissd nac&sr of bits in the stimuli, it is found that by 

varying the rate of information presented there is a nearly linear increase 

in the transmitted iafaraation until a peak is reached, af ber which the 

tnuismisräon rate falls markedly« Tie location of the peak, and hence its 

value, is an increasing function of the number of bite in the stimulus* 

^mxn-mmBmmmmss^mummmm isöfeif; >^ässss^^ ^^waMr^ww«««»- 
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Tha approximate taluks of the peaks ares 

Trifocrmation presetted ia bits/stimulus 

1 2 3 li $ 
; Peak ftreasmittsd    "—5-7 177\ g H       n 1. ffl 'ft' " " 

Info, in bite/see        2o7     ^^    *•*      °Ä      XUo' 

j The decay O;." the performance folios!»«» the peak Is remarkable o 

la the cäiie of 6, st&üülus with 5 bit«; the p*3k ef I05£ Mt-s/sec occurs 
j 
< -Ä63. the terat rate is approximately 13 hits/see»   When the rate ia increased 
]  j 
1 to 15 bits/sec* the transmitted information has dropped to 6 bits/see« This 
i 

drop is, of sears«? due to a radical in&sase in the error rate, 

j It- should be asuiioned that what «a report are average results, 

one' the authors present data to show that there Is considerable individual 

Tasiationo 

üsr, it ia clear that the mTlr^r rates fcrimd ;!n this e:*perjjnet!t 

are less than those described in section H91}«2 above« 3a issay respects 

this experiässnt and its ccnel-usioris 8X9 nor© closely related tc those deserioed 

MI the next section on reaction times than it is to eiiihar the reading, 

!   f typjugj or music asDerireentos „   One important difference is that in the latte:.* 
i    E 

«jg»rä'ssav3 the stirsLli are before the subjects at «11 times and hence the 
1 

receptor mechanism can operate witf.i a considerable lead over the response 
1 

mechanism,, whereas sue» *» large lesd was act possible in Klemmer and Keller's 

study«,    It therefor« appears to be more noarjy a scontinuously• szecutod 

reaction-time «xperi-ffierrt»    This can be supported fro* data they present» 

i     * 
I     i 
i     ^ 
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1 
i 
i 
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Typical re**'ti on-time experiments wore run on the sara subjects* tw3 a 

comparison of the inverse of the reaction time to the stimulus rate (Is 

stinuli/sec) at p©*».': transmission Is revealing: 

1 

i 

: 

; 
• 
I 

a 
i 

i 

i 

I 

Bits in Stimulus 

1 2 3 It 5 
l/BS 3.» 2,6 ?<6 2.2» 2.1} 

at peak 
transmission 

3o7 2.1i 2d; 2»U 2„U 

The Felton* Frits, and drier [18] study of communications at 

LsnglGj, diiirossi?« in IIa2»Ii, yislds «sciaa data on opsrational rates of 

information handling. Using 'information elonent«' on which to base their 

calculations, they found t.'iat during a single landing the follejing aasiuütc 

and rates of information lastre emplciyed by pilots and towers 

Air 

Tower 

Transmitted 
in bits 

Hate in 
bits/sec 

im 

10..5 

However, it will be recalled that fchey determined that there was a very hi#i 

redundancy in the transmission« and :if only 'new' information is emsirteTed» 

tha table becoases* 

;<BB«ai«wrarafr'^yji»f>y,1?^^ 
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Hew Information 
Transmitted in bite 

Rate of new 
information trans- 
mitted in bits/see 

22 

2? 

1,6 

2«2 

• 

Ei iher sat cf rates is below that vräich us have seen is possible for speech» 

Hick -writes, "As a personal speculation from such data as are 

available, it seems likely that transmission rates fall into tb*?ee fÄi:?2y 

distinct ejiiisseas- 

la   High rates of 10-15 bits par second» 

2o Moderate = 5-6 bits jver second» 

3v Slosr - 3-U bits per second.1' [p. 63, 35j| 

He feels that these mfces are closely correlated to the mode of ixressafcafcioii 

of the informations Si$i rates are obtained only through sisp'le * imitation* 

codes of the type ira learn in childhood. Moderate z-ates are typical of 

^scbitrary' specially learned codes in tdiieh each aigoal has a high xt)Xö?mation 

content* The lew rates result from t arbitrary cedes having a loir i*ifow.sitiaii 

content per signal and a high rabe o:? presentation. As a partial and 

spaculativ© explanation for rates less than full capacity Hick comments8 

nIr;ct for various reasons I am inclined to suspect -• I torrid certainly not 

be mace definite than jhat - that there is a tendency, overcome,  if at all, 

only vita leng practice9 to sidetrack one CT two bits per discr-ote movement 

as a kind ox monitoring rccdbaclc. It would be orij-iinally necessary in the 

course of de-mloping the ek!3! (the cods beinp, aa stated abeve^ relatively 

?: 

] & 

I  
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arbiirary or 'uEriatural»)., and may be retained* perhaps as a habit, or 

perhaps to keep the sldlT/L up to fall fefzioica«», for a long time after 

that.» [pp, 70-71, 35] 

5. Reaction Time and Information Transfe* 

Our present topic may, in a sens;»* be cons:! *«r«d a continuation 

of the isst section on capacityj here we shall «eal with what might be 

called «momentary' capacity. Previously we considered long sasrples of 

se^xaential stimuli to which the subject responded EOT© or lass continuously} 

now we snail consider ?pg reaction tins to a single iacjl&ted display« The 

question is what characteristics of the display aoed be considered in artier 

to account (sinply) for the observed reaction t-iiaes» The hypothesis, very 

generally, is that the information content of the display is tho rel-ev&nt 

variable and that the reaction time will turn out to bt> a very staple function 

of it - namely, linear» 

There «re, according to infonaatioi?. theory, a number of ways in 

vMeh the itforffiatdon truniasatted can be varied: a.) by vasying the numbetr 

of «qux-üx'öbable alternatives, b) by altering the probabilities of the various 

choices, c) by introducing sequential Jepeadoaoies between choices, and 

d) by allowing errors (noise; to occurs In the theoiy these arc equivalent, 

wh'*tior they produced equivalent hussan irespa—js is an enp:u?i?!al pröbXaüio 

In the first eaqaeriaruat of the aorieo of three we shall discuss. 

Hick f.3ii] considered cases a and d„ He presented subjects with a stimulus 

»«»Mra'uiii^«;;rlTr^-il»wrg»B^«'>a»«>M^ 
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in which one of n aqylly liti&Xy aitornativefi would arise» sad the subject 

had to respond as to which occurred, Hi» hypothesis was that the reaction 

tine (RT) would be proportional to the Information in the stisalus» or» 

In other wards» the rate of information transfer would be constant. There 

is» of course, a difficulty in assuuriug BTak log n, since when n • 1 

this would require a sero reaction tin©. Hick suggests that there ere 

really e * 1 altersatdves» since we have ignored the case of no stimulus». 

While thia seems reasonable» it is difficult to accept his assumption that 

all a + i are ecxd-protiable and that Kf - k lwg(n * 1% However» he finds 

that data taken by Merkel [6U3 are well ft* *J" choosing k «* 0.62S and that 

his o«n are fit sith k • 0,^18« Since a fixed delay» independent of n, 

seems plausible, the function c + k log E might seem intuitively more 

suited to .fitting the data, but it does not fit either set of data as well* 

Thcss fits were obtained vith n in the range 1 to 10, i.e„, up to a little 

more than 3 bits. 

Turning to asthod d of varying the information» Hick points out» 

"...if the subject':, can b» persuaded to react more quickly» at foe cost of 

a proportion of ndirtakas, there will be a residual entropy widen should 

vary directly witb the reduction in the average reaction tine-" [p, 1>, 3UJ 

As spssissEt was perforasd in which tfes subjects were pressed, and the 

errors iaere iiaken into account by computing an equivalent «arror-free n, 

n . fhe reaction time data whan plotted against n   were found to be fit e «. 

pretty well by the «yiTrve obtained for the errorless 5633« 

As Hick's student GrossEsn stat.65» "Ihä ogigMäaS. evi&sice that 

I i 
. i 
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I   i    j 
the infornation measure «M the appropriate oca to we for interpreting 

ohoioe-reaatien tines »7a* singxly that the logarithmic ?motion occurs in 
I    .1 

both.   This in itself is act strong, since logarithmic relations oceur s&tfcsr 

often in biologi.**»"» n-ear^peisent.   The csae beesa& «ussa s^ungwr wi<«L Ziök?s , | 
i 3 

finding th»t the r^&K£,\iixm in response-time whra*, errors are osraitted    ••>••.* j 
• 

Iff I 
obsv*4 •*» same law." ft>o lil, 10] 

I 
in Hick's experiment the rate of information transfer «as aborrfc 

5.6 bita/sse, a value which in If« coopered vith the largest obtained 1 

using a 'continuous' eticasli presentation« 

Hynan [!£.] has esasd^sd Jaethods a, b, and e of varyine the 

information 'Jhen the performance was kept errorless» He states Isis hypotheses 

I 

•••1 i 1 
il - h 
1  1 
!   5 
1 
i 

I        If 

i 
i 
!  It 

m 

1) Beaetion tisie la & aontonically ineresfflTjji function of the 

ssesnt of inforsaatios in the atimnlus series,, 

*2) The regression of reaction tin» upon «nutzet of information ia 

the same whether the emote* <?* i^ffwwtS.on per stimuli« is varied I*r altering 

th« number of equally probable alternatives, altering 'ibe relative frequency 

of ocr-UÄTsäuB öf p2rtl««i2ÄP altGrnatiiee^ or altering toe sequential depend» 

aRflies azsong wcurrences of successive stimuli»"    [p. 189, 1)1] 

The stimulus presentation ?«*» by means o£ a matrds of lights 

with a range of 0 to 3 bits.   The subjects responded by means of a vocal 

feeys which eeaüj to yiel«? s??s prseiss r^ssureinents than th? hanvNojjer«%ed 

key of Hiesk'c asperimert.   The subjects were given eomplete statistical 

^formation about the&iimuluo sad before each test ran they were given sea?}!«! 

ftw«s^»?^igsg=rags^S5^ gjKtfSSim«-- 
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•HBWBil formed According to the apjoropriat* .TistJ-stios. JTOU? subjects 

ware used. The ccvrelatioas reported below are the «wage ef the four 

ccrrelsticog coHpt&»c far each suMact separately* 

1              I 

!  1 
1 
i 
i 

la the first» phase» the number of equi-probabls alternatives 

-.rare 'varied ssd a correlation of 0.983 «as round between reaction «rase 

ssd infomnation in the stimuli. Tills confirms iiiek;a results• In the seeäad 

phase- when tea relative frequencies vore changea, an average correlation 

of 0.975 was found. In the third phase» introducing sequential dependencies 

resulted is a correlation of 0=938* The last carrelation Is significantly 

laser than the other* two. 

Bymait coneludss from Ms dai» that his second hypothesis„ whiXa 

not juxeeptabla at the 1 per eent lorel- Is acceptable at the* £ per cent "level. 

In discussing the second pass*,, he points out that the reaction 

< tises <M the less probable ©rents were auch langer than those of the acre 
i 

probable ones, and that the reaction tine used is »«t»»a\V a weighted mösa 

of these.    Cros&man [10] examined this phenomeaon in greater detail ais 

another test of tho central hypothesis.    "When a subject responds to a 

sequence of signals «IT of which belong to a known set but scene of whicn 

occur more fraKjuevrely tl-sn othesfs, his average response-tin» will be pro- 
i porti.ooal to the average information per signal.   This foHenra frsm the 
{ 
! hypothesis that the subject deals with Information at a constant rate»" 

[p. i.1, 10]   To test this he used a sorting task OJJ ordinary playing esxds 
] 

and l>y varying the iis&csions on vMcli they were to be sorted he '«as able to 

v. _ wrwnine the reaction times over a range of 0 to 2 bits/card.   The correlation 

u^Bm^mmmmmmKmm^ssmmaammKo^smmmi^s^^^M^f^m^^^^smm^^mmAi 
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betvoöc reaction üB» and infcijmation In a card «as 0*86.« and wh-ai the 

data an plotted it appears that no staple curve will fit them better than 

a straight line* 

Grossman adduced evidence to shew that the deviations frca 

Uafwrity vere das to differential difficulties in discriminating th» card« 

in dirierent dosses»   "n the Oasis cot this he made Uie isportant observation 

that there is *•*. a major difficulty in the use of information thesry in 

psychology, for information theory, in the discrete case stats«! by Shannon. 

says nothing about actual signals and tie process of distinguishing them one 

from another;   it deals only with abstract symbols already identified and 

distinct."    [p. lt°* 10]   This, of course, suggests c^rryiug out a sindlnr 

experiment using only one dimension of discrimination and causing the 

entropy to vary along it.   This was dono and the fit was Inprevsd. 

On the basis of his 'lata. Qv-zsma concluded %*. our hypothesit« 

that rate is constant under variation of relative probabilities is upbeM 

by these obses »»fciens, with the proviso that ' discrlüri nubility' of signals 

should be equal in a sense yet to be precisely defined." [p. $0, 10] 

From these data it seems reasonable to conclude tentatively that 

the rate of Information transfer in a reaction time esiperimsnt is canstcüifc 

when the information in the atimulun is in the range 0 to 3 bits«,   Since 

this conclusion is not in conformity with the observations made with a 

»eontincv- • stimuli presentation, it would certainly be interesting to see 

vittither the rat*? 5*emains constant when there »re VK>TO thsfl. 3 bits in the stimulus» 

i 

i 
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aad «loo to see «turuher «n esxisrijeeixt can be found «1th tbs set« eoostm*» 

bet raaeh larger than 5 bits/see» for the range 0 to 3 bits» 
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6.   Visual 73aroahold and Word 5B3B£SS3fifi 

la UJ» last tur^c- yea?» there baa been a series of experlMräts 

relating the visual threshold of ward recognition (as given by tachlato- 

«eople ä*»s-arementa} bo the frequency of their occurrence.   QrigiüsUjr, 

the tiro»»« sis&aned from work on the Huffier-Pcstaan «vpothssis that essfcenee* 

which relate to things liked are recognised with iess dilf lc«lty than those 

relating to things disliked«   F,videnee has aocumulatod tnst the asgar reletiäü 

Is actually between recognition »speed and the fipsquen^f of oceusä>eaee of 

the word in the language.   Earns [39] cites «Seta involving genteness. and 

Howes and Solo&oa f ijO] similar «'.!ata involvias only words«   In the latter 

cass, word i>feqasi*^/ counts ware obtained fran Thorndike and Large [971 

and thar» VJW found to be a correlation of about -0.7 between recognition 

tis» and the logarithm of wcard frequency;;   HCWKW [39] and lällar [68] 

describe data taken by Solowon in which seven-letter Turkish wca>de were 

used,    TJieaQ were writbsn on cards «hie« the subjects studisd.   ««»? «-sards 

appeared on jBszrjr sards» otters on orüjr ü Ztm, so tue?« was differenti«! 

exposure to these mw wc^ds.   A corriG-stioR ef «0*96 H*S fouäd beiwe«» 

recognition tiiaa and log frequency.   Ktrtg-Ellison and Jenkins CUT] repeated 

Soloaxsn's experiments with soos sli^xt variations, Imsludlag the iaie of 

artificial five--lei«3jr vsr&S; and they obtained a correlation «-if -0.99. 

They point out that a relationship to information theory is suggested, namaly9 

i 
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I E 

that recognition tie» is a linear function of the infonsitien txessnittod 

by » •&c&&t    Thn earlier ooxsaect we quoted from Croosman, namely, that 

logarithmic relation» are so common in biology sad psychology that more 

most be established before an information theoretic model is assumed, is 

relevant höre» Farther studies appear to be needed» 
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7. The Information Traaamlttod in Absoluts JudgaantP 

When a subject is required to place at.uauli which vary along ess 

dimension, such as slge or loudnse:/. into w siuipiy ox-dared categories, "JSS 

as the first H integers, then hs is »aid to be making absolute judgments of 

the dimension of the stimuli. For example, the stimuli might bs purefcess 

at 100, 1S>0, 200«-«.,1.000 cycies/atsua Each time a tone is presented he 

eiset place it in a category as accurately as he can« It is clear that in 

general errors will occur of tho form? a tone with a lower frequency than 

another will be put in a higher number category. It is also clear that the 

error rat« <?»*? probably be dicdnishsd by reducing the numbar of categories s 

For example, if he must place the above stimuli in 21 categories, we may 

expect mors errors than if he need only report whether a signal is below 

or =brnr© £00 cyclss/ssc, for then therc will be little ambiguity in his 

mind sseept for those s timuli near £00 cycles. Such experiments have a 

long history* but there has always been some difficulty in svmmariaing ths 

data - ,iuat how should the error picture be summarised? 

Garner and Hake [27] pointed out that the matrix relating input 

stimuli to response categories, with the entries the frequencies of pairings 

;«i M ^*g ^Ifc-tU:4.~?41^ 
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batweca stisalue and & category, can be treat»! (with the obvious norsali« 

zatica) a? a voisB matrix for a communication system, vhure th* ceranunication 

is of selective information f ram the stiiauli to the expertaenter via, the 

subject as a channel. We 2»y9 therefore» compute the infoiraatica of the 

at&nuli set (which, 0* course, depends on the relative frequencies of 

presentation of wie different stlaaü) «nd the equi»oc-a.tion of the trans- 

mission, and liie -lifferecOH is the .^formation transaittod* If for a certain 

type of absolute judgment it is found that 20 categories allow the trans- 

mission of 3 bits, then in principle as much can be transmitted vising only 

5 -Baasbiguous c?tegoriese Choosing the categories so that there is no ambi- 

guity, i«e«; no error** may be difficulty but Garner and Hake point out that 

if the errors have a Gaussian distribution the condition is equivalent to 

a criterion of equal diacrl sri saMlity» 

m another paper £30] they cite the major difference between the 

usual error analysis for experiments of absolute judgments «?id the proposed 

information theory analysis ;> An error analysis ignores ths fast- t*&t if 

the error distributions do not overlap, there will be no ambiguity. The 

information analysis takes this into accounts but,., wli&e tbe error analysis, 

it completely ignores the magnitude of the errors. There are 3oae applications 

where it is preferable to have a usultituds of GISSII errors« provided that 

there is never a single major one. 

A number of applicatians of this proposal have been mads to different 

classes of absolute judgment a» Pollack [?6] studied tones which were spacec 

erui-distantly on a logarithmic Sreqvency scale from 100 to 8,000 cyclss/sccs 

c 
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The subjects had to assign a msnoer to sachtoüe presented, Hhtn there 

were 2 ami It tones in the stirailua set, the transmission ^as perfect» 1 and 

2 bit« respectively» But with 8 and 16 tones, the curve became flat* and 

the average saaxiraua transmission was 2,3 bits» or the equivalent of perfect 

ls=ntl?leation among 5 t«n*«s The bast subjects reached the equivalent Off 

only 7 tonesa On the grounds that there are knevro to be hP to 60 identifiable 

sounds associated with speech and music« Pollack felt that tfcore most V&m 

been a serious underestimation of the information tranüaittsd, and so he 

performed a series of auxiliary expex-iiaents to attompt to raise the value» 

Six different partitions of the frequency space were examined, and the 

frequency range was varied vita the bottom held at 100 cycles/sec snd the 

top moved from 500, 2,000, U,000, and 8,000 cycles/sec. These variations 

resulted in only a few percentage points change in the information traosmitteäi* 

He suggests that the result is so low because of the acute sensitivity of the 

information measure to error, which we have mentioned «sarlier (secilcs Xc)>»3}* 

Ealaey and Chapanis [32] have presented similar data on the numbar 

of absolutely identifiable spectral hues.» and though they do net sgpty sa 

informational esslysis, their findings are of scsae interest.» The colcans 

wero identified sequentially from violet to red L* arituboto, i-ad the rabjeets 

were fanrLliariHed with ths number-color cod© until learning wa.v completed« 

In a test using 10 hues and 20 judgments per hue, they found that two 

observers were correct in 97.5 per cent of the .judgments« These lines were 

selected on the basis of several! earlier experimental run3 in which more 

buss tjere ea?"l«syeds but a itwer accuracy was obtained« They note thit 
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absolute identlfiaMHty of 10 hoes ia considf-ably bettor than had been 

previcmsiy reportad, but they attribute this raainly to different experimental 

conditions. 

Hake arid Qarsiar [jiO] applied the lnfornatiim theory analysis 

«|:... to determine the minimum number of different p-iintsr positions which 

can be preuaateri in r. standard in>~?p><latisn interval to jgaasait- the 

mejdLraum stficaut of information, not about which positions af the pointer as« 

essrarrins» but about the «»rent continuum being represented.; *    [p. 358» 30] 

S?o Tariat-i««» wecpe runt   in the limited response cose the stsbrteets '»ere 

told the •values the pointer could assume and they were required to respond 

only with thess msBbersj   in the unlimited response case so sush ireetriotica 

was tads«   5., 10, 20, and 5>0 possible pointer positions wscre used, and tue 

data are sissnarized below» 

Kmnbsr ox Positions 

50 

Tnfctnük.tion 

A««»8Btltted 

in Bits 

LSadted 
Response 

unlimited 
Bssponse 

10 20 

S.31 3.1U 3.16 

2.29 3,03 3.11 

j.iy 

3.bi 

We observe that beyond 10 pointer positions tit» «yv-ouot of information trans- 

Bitted is rcugjhly constant - equivalent to about 10 sxx<a.-losa positions. 

There seass to be little or no difference between limited and unlimited 

responses aö far as this analysis is ouaoermd, tut fiaks and üaraev polst 

out that an error snslysis shows that the errors increasa when the subjects 

( 

I    i 
I 

•i-'jssjmMtggtaSaSa'g 



; _- —««SfciS 

I -loW 

• 
I 
i 

i 

! 

I  si: 

i 

I 

;••, 

* 

äre allowed ualtaitod response» 

In a later paper, Garner [26] comments» "A measure of information 

;äraosmS»sioiz provides a means of specifying perceptual and judgpwutal 

accuracy in sit-waties«? where absolute judgments about various categories on 

a stimulus continuum are required, Tais me&sureneut allows the determina- 

tion of the maximum number of stimulus categories which could b9 used with 

perfect accuracy without the necessity of sailing; all the pestibls numbers 

of categories. EÄfSTer, this \«se of inforratic« transmission requires the 

^eunRJtion that the Inherent .luössi&ntsl accuracy is Indapöiideat of the 

number of stinulus categories used expei-jxusiitally. Two experiments (darner 

ami Hake and Hake and Gamer) have cshown that this assumption is quite 

valid £ng situations involving jud^anenta cf position in vioual space» and 

Pollack :s experiment demonstrates its validity for .judgments of pitch ,B 

[p. 373, 28] Garner then proceeded to examine its validity in judgments 

of loudnes8 of tones using !;, 5?  6, 7* 10, and 20 categories. He found 

that judgment accuracy was nearly perfect for k and 5 categories (perfect 

being 2 and 2,32 bits respectively), but that it had dropped to lu62 bite 

for 20 categories, which is equi'^alent to perfect accuracy for only three 

categories. Thus the assumption is apparently not Yälid fez loudnssg«. 

He went on to show, however, that the information transmitted 

could be improved if both the observers, i.e., the subjects, and the stimuli 

were taten as inputs to th* system and the response? as outputs. (See 

*««tion I.?.2 for tns analysis ?)roowdur" «hen there are mere than t*.fc 

dimensions.) In other words, there «ascc^ujcüeiable variability ajsoug th« 

; 
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subject» tsfcss a large aantvar of categories was employed, A fvrther reialng 

of the Infornatioa trsaiEsitted, so there is no drop at «Hj, is achisrsd 

if the stimuli, the observers, and the preceding stimulus arc all taken as 

inputs to the syslgu« 

Elggsasr and Priek [h°l  carried out a similar eaqaeriment and 

analysis but with two snd three stimulus dissensions instead of one. Ihsy 

flas»sed (0=03 sec) a display consisting of white dots on a black bsckground 

to subjects who «narked on answer sheet grids what the/ thought the position 

of the rtr>ta to be« The experiment was run both with and without grid lines 

on the black background, and there waa not found to be an appreciable difference 

Xu   W3«   QiMiB«       l)j.Wi    Vl»c   aj.vmiu.vu 
* - *   A- -   .*.<- . y^eaftTTtation of ona dot« 

the information in the stimulus could be varied by changing the order of the 

matrix of possible positionso from 3»2 bits (order 3) to 5,2 bits (order 6) 

there -»as an increase in information transmitted from 3*2 to U.U bits. 

Emu >.2 bits to 3.6 bits (order 20) in the display, the information trans» 

aitted remained approximately constant. 

In addition,, the number of dots presented was varieu., and it 

was fosad that by using h dots and a matelx of order 3 (7.0 bits} 6.6 bit» 

vere transmitted. Further« when from 1 to l> dots wore used., then a display 

havlTjF 8,0 bits resulted in almost vhsrfeet transmission - 7.8 bits>9 »It 

is clear that the maximum amount cf information ilia!; i»u bs assimilated 

from a brief visual exposure 5s a function of the *»pe of encoding used. 

The question immediavsly arises as to whether or not there is a common metric 

which asy b« applied to the di'JTfürent message classes and 'Aich will corralate 

• 
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•sith the Mariana lnform&tiou-^urrjrlng capacity of thai class»" [p. io» «8] 

They observe that using only one dimension or coordinate (the legation of 

a polst- oa t\ line) Rake and Oarnar found a mariaum transmission of 3«! bit»» 

•asing ti>*i tiro encrdinatfts of a matrix they obtained a mad.wm «f »-!». bits> 

and using the tiro coordinates sf a matrix plus the one of the Bisnber of dots» 

thsriVssM! 7.S bit» transmitted»    Tlrfs suggentrs thai, th>» um1» imm lnernaaea 

with the number of dimensions» 

In 1Ms connection, Christie aud Lace [9] have suggested that a 

careful analysis of the distribution of disjunctive reaction tines in siu^Ie 

«hoiee situations - like U10 ones described above - may permit a aodel of 
•      -      -I     A '-     -I'*—I      — —J 

Heaping» •*-«-.*-<-  *- «>Stinmlus 
Serial 

tu«   *MB&tä.v   Ox-   • Ixitwuöl7   a unit (/cuing öx  $'.>jig/.i.S uev^oxuu pruewww«     Aijejf 

suggest repi,esem;ing this structuring by a flow diagira*« (also called a 

network or an oriented graph) which 

indicates the general tenpcr^l organisation 

of certain gross internal processing of 

the information; Two special and extreme 

eases are serial and parallel processings 

which are diagrammed in the figure0 In some 

highly speculative comments they suggest 

that parallel processing nay be oarrijsd out 

Art information «hich is presented in what we intuitively call several different 

dimensionsa and that serial processing is effected on information lying la 

cue dimension- With SOEHS simple assumptions P  they she*? that such a me<i«l 

has the appropriat© information tstiosmission properties for a matrix display - 

Response« 

Parallel 

Ft 3' «*" 

Stimulus 

&smsm**»m*ma' 

»»'.' gWraSBBMIIIMIM 
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at least tp to 6 <nj 8 bits» If the teehniqn/.i they suggest - whlsh we rhall 

net detail fesra - Is practical» then it nwy serve to give an empirical 

definition of what pathological äimonsicc mau. 

On the basis of the several experiments we have discussed, cue 

can conclude that for objective ratings there is. up to a point, an increase 

in the in?Croatian transmitted with an increase in the number of categories» 

and after that point the feifarssation transmitted either remains constant 

or cLccrreÄfiB^ - Bändig and Hughes [3] raised t-He quest-ion whether the ?-3JSB 

conclusion i» possible for ratings of subjective feelings» To slay tuis» 

they had subjects evaluate, according to either 3$  5', 7, 9, or 11 categories, 

their knowledge of 12 different countries« Anchoring statements of the 

form "I know (a great deal) (something) (very little) about this country" 

r^re employed in three variations: center anchored, both ends anchored, 

and both ends and the center anchored. Information transmission, they 

found, was increased by an increase in the verbal structuring of the scale, 

i.e., by the anchoring, but the increase was not vesy Barked» With the anchoring 

held constant, there was a nearly rectilinear increase of information trans- 

mitted with an iner«ase of number of scale categories, except that there 

was a deceleration in the step from 9 to 11 categories. This effect is in 

accord with the diminishing return observed for objective scaling. 

( 

80   Sequential Dependencies and BgaBdlate Recall, Operant Conditigsings 
jJrtelliaibUl^y, and Perospioti 

Oss of the main points '»f tae 19U9 Miller and Eriek [6f>] paper was 

to bring to the attention of psychologists that in information theory they 

WMKKimiL*i?a&smm/S&i£<M 
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had a tool ideally salted to the characterisation of sequential dependencies 

in the stiamluss in the response data, or in both«   There appear to have 

been four areas of psychological study to which this otanrvation has been 

apr lied:    to the laming of written material as a function of the statistical 

dependencies in those materials, to fcua sequential responses obtained in 

operant conditioning, to the intelligibility of verbal material as a function 

of «t»i5«ti«Al dependimeias within the material, and to the ability of subjects 

to pe2«eive statistical dependencies in materials«   We shall discuss them 

in that order« 

i. 

! 

! 

1 
i 
I 

i 
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6.1 luaediate 3ecaH 

"Briefly stated« the problem« •• is» Ess 

sequences of symbols that hare various degrees of contextual constraint' is* 

their composition? The experimental literature contains considerable 

evidence to support- the reasonable belief that nonsense is harder to rwnsmbor 

than sense. This evidence has suffered, however, from a necessarily sub- 

jective interpretation vT what was sensible.3 f«. 179; 66] Uc-i=s Sl»«sen«s 

ssthod, HHIar and Selfridge [66] prepared H  ordep approximations to 

üiglish in the following manner« A sequenea <*f H successive words wie 

chosen at random £r*>v>. * connected text, and a subject was asked t o imbed 

the passage in a m&ssingful sentence« The firat word in his sentence 

following the original group c£ N wo?\4s was recorded. To the next subject 

was presented tie lest- F-l words of the original passage plus the new woru, 

and he placed this H-word passage in a sentence. The first word after the 

passage was recorded, and so on. In this manner they generated epnrcodroations 

mwr."«"»rmt—i nwama.u,... s 

tsssswEssa 
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of order 0.1,2,3,U,5» arid 7 in passages of 10, 20, 30, and 50 words in 

length« Using these approximations to English, plus meaningful text, & 

standard recall experiment was executed. With the passage length held constant, 

'ohsy found that the. percentage of recall increases with an increase in the 

ordar of aj<pflfoaii3a.tien to üagüok* In particular, for the 30 and 50 word 

passages the recall of the 5  ?nd 7' ordar apprsoimationc-i to English is 

very little »lirferent from the recall of text material of the same length - 

this aotKithstsndisg the faßt that the J>  order is quite nonsensical aud 

the 7  order would by no means be co.isidered Es^lisho With shortta? passages» 

recall conparable to liiat of text was achieved for even lower voices of N« 

'rrhe resrtlts indicate that meaniüKfUi material lü esgy to le-wn. 

not because it is meaningful jer se, but because it preserve» the short 

range associations that are familiar to the Ss. Nonsense materials that 

retain these short range associations are also easy to learc u? shifting 

the problem frei; 'meaning* to s degree of contextual constraint1 the whole 

area is reopened to experimental investigation«*8 [p, 183, 66] For example, 

one may ask whether their conclusion is valid f?r the whole memory decay 

earvie- or whether it hold? cn3y for short term memory. 

Similar results have been found by Aborn and Kubenctsin [1] in a 

slightly different espsrircental situation« They devised an 'alphabet1 of 

16 nonsense syllables which fell into four easily distinguished classes of 

four e»yHables eaehj this classification was sS~rr? to the subjec'its. From 

these syllables six classes of passages of 3C—32 syllables were constructed. 

The menbers of the first class were formed by random selection of syllables, 

^MM«Mgig»WIW>IMWW 
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«nd the othcis bad increasing amount» of organization. For eacanplje, «lass 

four passages: were marked by commas into groups of four syllables, and the 

first- syllable of each group was c'aoaen from class one, the second xrcau 

class two. etc. The subjects «are allowed 1C sissies t© «tody the foraal 

organisation of the passage on which they would be tested ?nd then «a?ee 

adnutes to learn the actual passage, after which the* wsare asked to reproduce 

it as accurately ss possible. The author» had two hypotheses? *(a) The 

amount of learning in tew» of syllables recalls«! Is grssisr au +-he orsaaiaa- 

tion of the passage is greater, i.e., as the average rate >~f information is 

gaaHsr« (b) Tbs «-.fjont of learning in terms of the information score» 

computed as the product of the number of syllables reaail?d «M the srsrags 

rav,3 of information, is constant for all passages."    [p. 261, 1] Ihe data 

vsrified the first hypotheses, but not the second* Tra> the first four passages 

the totii amount of information learned was constant, but it dropped iü 

passage 5 and eves more sc in passagw 6* Th« breaking point vxs be ween 

1.5 and 2 bits/syllablee This result simply naans thai, the subjects ware 

uasble to assmsriss enough syllables to keep the ivjfcrmation score high «rcen 

the information -psr üyllsblo was -^ry low. Beth these findings are in 

conformity with those of Miller and Selfrldge above» 
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13 02 Oper ant Conditioaing 

Jriisk and Miller [19] have reported an application of their 

earliest» ideas for the measurement of stereotyr&e hoharior f 65] to the operant 

conditioning of rats 3n a Skinner box. Tvo responses ware observed.; approach 

to food (A) and bar pressing (ß)„ "Instead of the usual analysis in term» of 

ss-i#«aa»!sp,fci---s« saa HMtsi (" .,«w^. i*BS3am»i <•. ,WM IWI» iwt—»war»"- 
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the rate of x&gpFs&ris to the bar, the results are anjtfyaed here In tew» cf 

thn pattcaana of responses.'3 [p- 21, 19] Three experimental phases vest« 

considered separately in the analysis« a) 'ishavior prior to conditioning 

(cpsFsnt Isrcl), h) conditioning h«ha»iar. and c) extirpation behavior» Daring 

phase b a total of 3CC rsinfereassnts was applied» 

Si all pMsss ti!9 behavior vas recorded as oequsucss cf £*s sad 

B's, and the uncertainties - in terns of the index of behavioral ster«oty«f«' 

äc^e oc«i•ted? Tt was found that •intersystool* influences did not extend 

appreciably beyond two synJbo'Js, an>?. the value of the uncertainty in phase a 

was 0«L.08 for two syn&ola. Such a high value when there has been no 

conditioning Is '* coneequencg of the fast thst such a sequence as AAM had A 

probability of 0.732 of occurring» indeed, the behavior of the rats «as 

iK>re stereotyped before conditioning than after* aThe training-period did 

not introtHco order into randomness, but rather caused the animal to abandon 

one well organised pattern of behavioz* for another» This needs soae quali- 

fication» The lover stereotype after conditioning appears when ?*? consider 

only the temporal order j v<hen we try to predict which response ccasos next. 

If we cycled to predict lso when the next response would occur and how long 

it would last, then the conditioned behavior would lock less random than the 

•pre=conaitioned behavior»" [p» 25, I9J 

Another siaole w*cr the data may be described is as points in & 

two-dirrtenslonal plot of P(BJB) VB p(AJA). In phase a of the experiment ths 

rats were approximately at the point (0»9, 0,75)» This high perser» »ration is, 

in large part« simply a reflection of the topography of the Skinner bar, S3 

I  
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caa be seen from the fact that 96 per cent of the responses separated by 

less than ID seconds are of the form AA and BB, while this is reduced tc- 

$2 per cent for reefpooses separated by aore than 80 seconds» 

_   -—*ya the    «r   »u«c:   A 

rats initially move down toe plot and tl^a 

carve slowly error to an squilibrium point 

of about (0,1, 0»u). US shown in figure 6. 

During the extinction period the KTPSABKt 

of a rat in this space in noL very clssr* 

P CM 

N S   / 

i 
i 
i 

i c 

; 

There appears to be an initial tendency towcrd the ranter (0«5; 0*<) of 

the plot« or random behavior, bat there is considerable rsado«» T?riatien 

over a 7arge portion of the plot» Over a 36 hour period there is a drift 

toward the initial resting point, but no stability is achieved iß that 

jxurioU coaparsbls to that prior to conditioning» It «*s not detersdnebla 

trots, this data how long it takes for the sffectci of reinferccment to wesr 

off» As in phase a, there is little differensf: b«t«wen the uncertainty 

determined frca two successive responses and from more than two, and after 

zovtö  extinction there is little or ac diffei-sncc in the index based on a 

single response and that based on successive pairs of responses« 

"The data presented seid analysed [in this paper] do not provide 

any startling new insights Into operant conditioning» Most of the conclusions 

seem perfectly reasonable and obvious to anyone who has worked with rats 

in a similar situation and obecrved their general behavior closely. Use 

impressive feature of such an analysis is the exten:.; %o -Aldi the qualitative 

I 
I 
I 
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aepecta of the behavior can be incorporated Into t completely quantitative 

«.secaate"   [p. 35» 19] 

I 

7 

I 

g 

O    9        TJ.T.J JI.1111_ 

'She- data on the «rfects of soqueitiial depeMöiioi'itö on iatnlUgl- 

bllitgr are less detail sd thü fcr ÜBSSKingj but *b*HPS 1? IP fyujerigBmrt'. by 

I filler» Heie?« and Liebten [69] in which certain groos effects were '«catoned» 

Thay explored the effects c? three different contexts on iiiteUigitvility» 

namely» the test item is known to be one of a saall vocabulary of •possible 

items, ti»e test item is iribeddad in either & word or a sentence* and the 

test item i* known to be a repetition of the preceding item.« The materials 

used were digits* wards in seat«*w?es, and nonsense syllables, and it was 

found that intelligibility decreased in that order. FurtheWj the intelligi- 

bility- of aenosyllables. isol&teu word»* and worcfe in eentenr.es waa found. 

tu increase in each case as the domain of possible items was decreased« 

<)nly a very slight increase in on'ielligibllity resulted from the knowledge 

that the item was a repetition of the preceding one. "The results indicate 

that far more iaproreaant In c<*nmunicat±on is possible by jtandUirdizing 

procedures and vocabulary than by aercly repeating all messages one or ts*o 

times«* Ep» 335>. 69] This conclusion seems to confirm the military 

practice of using standardised language»« «hsn conditions arss »livers«? &a 

in air traffic control (see section n*2«U)<> 
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8«U Perception 

E-JCB and ^yssm [31] raised the question of *ist how well and Is. 

«halb -sav T«ople perceite sequential dependeneiss wiiioh £?e beut into a 

ost OX vilisuli, iad tfcsgr chocs t? gtiuaaifiao •fihalr results In tersss of certain 

conditional uncertaiatiei* - sjurcpies » of the aub.jeci rneponsss*   Tha 

eaperiwant «as divided into four series of run*»*   Sish ruts c--;ssists of 

2i£> presentations of sea of the ether of two symbols (H and 7), and these 

ureaäst«.tisns were generated according to the following probabilities and 

c-o:«idit-ioiial probabilities? 

Saries 

1 2 3 

7& ,5o ,75 

.50 .80 .75 

.50 .5ö .25" 

rfrt «80 .«5 .70 

~P7H) T-.5^ ^50"        »75 .75 

•p(HJH) i    .50 .80 .75 .90 

p(V) 

P(V|V) 

nine to each prossntr.tion, the subjects wero *<agu3re? to predict^ 

v£- güuös? vld.ch sjÄol «ould oetsnap.    "iie pjfoblsü; of analysis .Is to detenaina 

Sow aoacrately ws can predict ßis gw»sa M*»»1JS=-1 ES kr»c:; czrt^Li pü?* ««w«*.,a 

such vis his guesses and the symbols which actually occurred.   For the last 

120 trials the following conditional entropies were «ramineds the entropy 

of the gases y «hen only tibe distribution of T is known -B(y)s the entropy 

of y when the distribution of y and the previons guess are knows -K (y), 
7 

1IT    i     iTihi i  TiT-i-WJM.^i li.jwOlii 
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tl'üe entropy of 7 wSwa tiie distribution of y, *he preTious guess, rod th* 

T3araf?i.wa ocwrrsm» iws ksesa - A^{y)» ike entropy af y when the distribu- 

tion of y aud the previous occurrence are knows - R^Cy), and the analogues 

of «»«A of ta» last tbi'«3o for tie twc prscsding trial«; instead of just 

coo«   These data, srs s-aaBariaed: 

Ssidss 

I 

i 

( 

2 3 Ii 

H(y) loOO 1.00 .76 .80 

Hy(7) 1.00 .83 8,72 «7? 

iL(y) .99 •69 • fit •?0 

o70 

1 00 

,98 

,9* 

.ft 

.83 

.52 

,68 

.7? 

.70 

.66 

.55 

.73 

»56 

.55 
,*y*" ' 

It is clear that the best prediction of the subject's guess, i.e., the lowest 

ect^op/D is obtained -«han both his gnesi'as and the actual occurrences, on 

th*» tw9 preceding trials are kncan, bat & knowledge of Mg guasa and the 

acts?1 occurrence on tJi« single preeetiing trial yields a prediction which 

is »aarly as good, and knowledge of orly the occurrence on the two preceding 

trials is only slightly worse. It t-htw follows that a subject responds 

not only to the actual events which occurred but also to his predictions 

about than. This can be made quite apparent ay computing the probability 

of a guuse cf H when on the preceding trial a correct guess of H was neide. Fo 

! 
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I series one this cendi.tioml probability is äb<7ub 0*5. but fair the other three 

««ries It rises over trials sad fron trial 100 on it remains a»pr«ti±nsately 

contiiant with a value sr ü„9.   when the pifoDcöülty of an H guess following 

two successive correct H guesses is plotted» tbe curves rise sore rapi<üy, 
f 

and even .in series one there is a rise from 0.5 to about 0,75» 
5 5 
i I 

aj» »nvu»2.'sds ftf**B «sir «Tid»««» that Ss de sot. in fact» T*ggg4«rg 

the probability rules by whicu the s erles of «rents was generated,» They 

do parse5.\ra, isateau, tuose snort; sequences ci events whacb. precede each 

prediction* whish can bs discriminated from other posaiole sequeases. and 

weich »re found to provide some inform* Ion about the future bsheviar of the 

sy/iebol series» Th-are are several i tfmeresting conclusions which we can sake 

about tare way in wMsh Ss perceiry» tbase prerrloTis events» 

«"1. All combinations of possible previous events were not ctis- 

crlsdnated with equal ease» Some previous events» especially homogeneous 

Tram of tht. same symbol, were aore easily discriminated and consistently 

responded to tba^« were others» 

"2« She previous uvesrts to which our Ss responded on each trial 

Included more than .-'ust the symbols which had been appearing* Fney included 

also Hha previous predictions of Ss and the ^gres of corraapandBnce between 

their predictions «nd the symbols *&ich appeared on previous trials a 

n3» There was coKidsrable agjeemsst- among our Ss as to when 

Si. particular symbol should be predicted» They tended to respond to son» 

similar or identical previous events in the sane t>r?iy, no matter which 

series they wert! predicting» • »u   tp» 723 31] 

!     i 
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y» Tmaedlate Iteosll of Sets ef Independent SeTitctioBa 

TS» subject of this section is closely related to that of n08.ij 

it was not included there since the aain enphssi 3 of -that section w» on 

the effects of inter-mnribol d.«p-.iadencie8 on immediate recall, whereas bsre 

we shall exaaine the effects of message length and the blts/sysbci whsa 

there are no dependencies among symbols- PcJlaii [??] prepared ssssc-gcü 

of from li to 2li symbols from sets of 2, 1», 8, 16, and 30 sqai=prebable 

Bagliab. consonants and nirnorals» These were read in a uniform manner to 

subjects who wer« told in advance both the set of symbols and the Message 

length, and they were required to reproduce them as accurately as possible» 

»hen an error w=s aado; the subject was reqtuä3ted to guess as many tines 

as was necessary to obtain the correct response* In one versiciä of the 

experiraent« reading rates were varied, but "Bate of presentation of stimulus 

materials (ever the range considered) epps&rs as a variable with little 

significance for immediate recall under the conditions considered here." 

[p. 13, 77, U3 

The data show that the error entropy per message unit increases 

botli with message length and with an increase in bite/symbol, but that for 

& MiB&UtP of gives length the percentage of presented information which is 

lost is approximately independent of the number of bits/symbol» This 

percentage is, however', an increasing function of the length of the messaga« 

The st-roT entropy increased in such c manner that the total inf wssation 

transmitted increased as the message length was increased from It symbols to 

about 10, it remained rou&Hj  constant in the ranee of 10 'io 16 or 18 

 ,_ iipww^uim ltuuiM.viikrKaS»sammm • •*.»-•  «<• 
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symbols per neaaar*, and it decreased fair longer raessages« The (Airves are 

diaplae-<äd upward vith an increase in bito/aytuocl, but they are of remarkably 

similar shape- *21ia ESin generalisation is that cue cannot obtain simul- 

taneously bath minimum information less and ms-dmum Information ga*r. by 

si?*ply Tarring either the length et a message or the number of possible 

alternatives per message-unit,n These relations st-a= fron the fact tftnt- 

the percentage of the Inforaiiiicn presenter: that is lo»t or gained is in- 

dependent of the number of alternatives per unit and is sicqply a function 

of the length of thy wessagn," [p. 12, 77» I] 

It is useful, to tiTiaRiorm these data into plots of error entropy 

and information transmitted vs total informational, input. It is then found 

that for a fiarad input, the error entropy is smiier sad the informatieü 

transraitted ie larger the larger the number of bits/symbol* Thus, as 

Pollack pciatG out, if cse is interested in. the aptlsal encoding ehsracter- 

istisa for messages of fixed length- there are two answers,depending on 

aether a high error count is tolerable or not. If* however, the «"'Ration 

is what are the optimal encoding characteristics (for immediate recall) 

for r»?»ages of fixed informational content* then toe answer is unequivocal? 

short messages vith a large number of alternatives for each message unit» 

In part? TXT and T? of his report« re-Hack systematically studied 

the er»'or behavior of his subjects. First,his data confirm the familiar 

finding of this type of experiment that the subjeefcs ire most uncertain about 

tha middle portion cf the message.  For rsessages of length 7S the relative 

uncertainty of the iciddle synoois is slightly higher than the end uncertainty, 

... ~r~**;ssapt 
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bot It never exceeds .30,, However;, for messages of length 2k» tbeere is a 

broad plateau la the middle of the message which has a relative uncertainty 

of about .80, The broadnesB of this plateau Pollack attributes to the 

fpreab sfcGsitlvity of the information measure to errors. He notes that 

this linf-asrhainiar curve alters its character with increasing message length: 

for short messages it ia positively skewed and for Ions ones it is negatively 

skewed. 

In tie fourth part of the report, be established the conclusion 

that thert» is still information transmitted (as compared with chance responses) 

by the subjects on the second and chird guesses following an incorrect 

response. 'In general* the additional information recovered per raessage 

increases as the degree of analysis of the Esiltiple response dats becomes 

more exhaustive» Stated otherwise, we recover more infoxmation from the 

distribution of responseL' if we utilize the first response following tbs 

initial incorr«et reproduction, still more if we utilize the first and 

second responses following tan iidtial incorrect reproduction, and still 

taüfre if wa ntiligs the first through the third responses following th«? laitiai 

incorrect reproduction- The magnitude of" ücs ir^or^tion recovered increases 

as tiie number of alternatives per mesESfje-unit increasss end is, roughly, 

independent of mesaage-length (for messages greater than 7 units in length)." 

[p. G, 779 IP] As would be expt^tod, this effect is a decreasing one, 

but the deeraass is lees rapid with larger numbers of alternatives per 

message-unit, 

1 
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10« Concept Fonsatlsa 

Let there be eight objects shich are triangles or circles, large 

or snail, and black or red. We may attempt to convey a concept* such as 

red triangle, to a subject by showing hira the ©blocks one at a time and 

«tatine «nether or rot they are examples of the desired concept« A positive 

iustanss of the concept red triangle ±3 large red triangle, whereas sawlX 
i   • 

black triangle or llarge .csd eireie are negative instances. Such experimeRr/s 
S 

in concept learning have long been performed, and the conclusion has been 

drawn that negative instances are ef little value in itsrning -übe «orreiSt 
! i. 
i 

concept«   Hov?4Äad [37]» however? has raised a question about lids censlusion - 
] 

a question which steint» from an infor^tiua analysis of the situation,, 
|      I 

"What Ls not clear ... is BJasthsr the ineffectireneas of negative iostencea 
A      f 

•Is nrämarily actribataoMe to their la» value as carriers of Information, 
!      fc 

or whether it is primarily due to the aarficulty of .^siinllating tie inferaatic 

which th&y do convey.1*    [p« I46I, 3?] 

Certainly it i3 cleav from the abo?e example that positive sad 

negative ^<?tacss3 do not xraiisinit tho same information, siuee only two 

positive eaea are required to specify the coaeept, as ccispared with six 

negative.   It is, of course, possible to design a situation where the 

Wt 
ft 

and negative instances rs-ruired to specify the concept* In an experiment»! 

*•    paper, he and Weiss [38] examined the effect of positive and negative 

i       " —__ 

J 

I 
i 
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negatiTE iiorta^ss caxry as mr.eh a? more information as the positive ones* 

For certain simple general situations, of which the above exarople is 

illustrative, Hoviand hes given formulae for the total number of positive 

. 
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instance «hen boot the number of Instances and the amount of informatics 

ere held constant, and they conclude thataren so the negative instances do 

not contribute as effectively to learning« "At the same time the data 

disprove the generalisation often cited that negative instances have no valxa 

in the learning of concepts, vhder appropriate conditions over fislf of tl~ 

i 
i öS were able t c reäcfc the correct solution selsiy on the basis of negative 

a 
iastanoss," [p. 191, 38] 

Sendig [I;] conducted an experiment which is closely related to 

concept formation j namely, the identification of a concept after the manner 

of the game *20 questions** In the experiment, four questions were employed 
ffpB 

to isolate an »raimai topic»   Ona espeiiri-eivter asked the questione in ftrod 

order of another who answei.-'ad 'yae2 or 'no' according to the topic«    Follow- s 
ing each question, tho subjects were required to guess the concept«. K» 

information transmitted by each question WBB calculated, and theoretically 

each should have conveyed ona bit. but in actuality 0»G3, 0*91, 0*21* and 

0,73 bits weje transmitted,, The central conclusion seemed to be that the 

third question was unf oj/tunateliy phrased, since aurware to it failed to 

convey rauch information« 

Ho Paired Associates usagiiag 

In this section, v© shall consider a learning situation where 

one class of objects - usually wor^r - kasHH e« 'responses' have been 

placed ia one-to-one correspondence with anoth«? -lass of objeicts known aa 

•stimuli.' Initially,the subject knows nothing of the pairing and he can 

ft[     only guess at the appropriate response to ü. given stimulus? if he is correct« 

-jsr t ...... —„—...„,, r,—(„Mp^fe^^^jj,,!,-! -•lig-agiinMHitMi»«-"- • - -• —-—'— 
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ha is told this, if not, he is told the correct response» After a mtnäes» 

of repetitions.. R, ex the ntlmulus class, the subjecrö begins tu learn iäa 

correct pairing, and he obtains a certain number o£ correct bonds, say C, 

out of the total of N.   The function C(R) is known KS Ma 'learning curvs' 

for th« wired associates*   Several theoirlesj and formulae, for tr&e learning 

phenomenon have been put forth which are summarized ay Rogers LC-UJ an a 

thesis in which he introduces ft new learning theory based ict purl on IMOVSSA- 

i. Second, let- B be the total number of bonds which the subject 

knows after S repetitions, which Rogers chows is one less than, the expected 

v«?lU6 of the observable C»   Let k be a stimulus not among the B that are 

* known and 1st i bb any rsspens»;. tsMoh Is net associated with oae of the B 

known stimuli, then he supposes that the prcfcabaiity the.'* i is the respüass 

i when k is given is   l/(H-3)0   In other words, the subject is assumed to 
« f 

distribute l*ds 3"esp<Jnsft choices without- preference over all the available 

| response eleraerr^ 
I 

From, this sssond assunoiitii* i<> is not difficult to obtain an 

i 

t-ion theory, 

i He aakes twr central, aasumptiens. first, he supposes that the 

1    i I 
uncertainty \raich a subject has with respect to th.3 Btisalus clsss aft»? 

! j 
R repetition* J of the stimulus class is a function of R zir^ö*.   In particelar, 

he ssppesss that it is constant - 0*. - for the firai b repetitions» where 

b is a »set* jtaraaeter which tells whe:i the learning begins, and that free 

b on it is P. l4Jitea? function of R, it.e„, 
| 

\   B I'J k - -s(R-b) for R > b, 
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expression fcr the *<acertainty in. terns of N and B0 Equating this to the 

assumed expression in terms of R gives an equation between 5 *uid R, and so 

between C and P.» This may be solved for C: 

OKI) [1 - e"
Sa(H'-b)3 * 1, for P. > b 

1, for R < h 

where 5 • Xög^a»   It has lesg besa noted that many learning data «re 

approximatej^r fit by each as exponential lousing <;urvej though in general 

this ß«s been an empirical obsetTration which was not daducod from other 

assumptions» 

To test the sjerits cf this theory, Rogers drew öet^airi conclusions 

from it which cotüd be confronted by data» and these cou'3lusior<s were 

sustained by his dwila«    xLioo ujtuöi Liontü of z. sirjiL• type "'jxe perfarnibü« 

1)   Correlated Structure.    Stimuli - playing cards barring tsrc> fsasily i-scotc- 

aised dissension^ suits aüd denominations, were associated with nonsense 

syllables of the foris consonant-vowel-coasonant in a correlated manner« 

The first letter always corresponded to th© denomination and the Xast to 

the suit.    2) Unstructured«    Picturss of diverse household objects ifere 

paired in «a arbitrary manner with nonsense 3y?JLables„     3) ühccirrfciafced 

Structured.   The a«nw maWs-lalo a~ ±~. 1 wjire *ösed (so bs*h tho sriiaalua 

class and the rssponso class were structured) but the.t? wm no systematic 

relation in the pairing between the .stimulus class and th« response class» 

He then «jsamined what two classical tlieoid.es of learning - Qörtalt aad thss 
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t^sssfer theory of meaning •• and his own iofcraatjon thsory of ioas-ning 
I 

predicted as to ths learning rat«» ia these three cases. Gestalt theory, 

according to his interpretations ranks than 1- '5. 2 i*i iWHae? of increasing 

i difficulty* transfer theory gives an ordering of 1B 2, 2, while imonsstäon 

theory predicts that 1 and 2 should be squall easy and 3 »was difficult» 

His dst-a zsrs scssiirisrrt 'jifb Kiiy the laut werHctirm- 

Atteaptsi to fit the t«arming curve to the data were for the rarat 
i 

part sTJccessrul, although one can note a consistent 'S' character to ths 

dat*, which, of course, the «/sqwaentitu. does not possess. He points out 

that if the line-'«* assumption were replaced by an appropriate non-linear one, 
i 

once could sasi'Jy produce a learning cts?vs vith an 'S» shape - or, we night 

add. «ith practically ar? other shapi». for that natter. 
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Appendix; The Contixmous Theory 

Much communication can best be thought of as the transmission 

of a corrfcinnous signal and not as a sequence of temporally ordered selections 

from a finite set of possible element®« For- the most part.-, as we hava seen* 

tb« ftrwrtinuous theory has been of little ijnpartanee in behavioral applica- 

tions, though it is of considerable importance in electrical ones. V/e shall« 

tharsfcre, only sketch the theory briefly o Orar presentation follows Shannon's 

fS7j closely* 

Aol The Continuous Sotaro 

A source is said to be continuous if» in affect, it makes but 

one selection fro» a couoinuum of elansntsj specifically» if it chooses 

one number from the set of all real numbers» VJe shall suppose that this 

selection is charactarirji by "&° nrobability distribution p(x) over the 

real nanbers x. Since p IT a distribution. I p(x)dx • 1, and furthermore 

for any s > 0„ no matter how saall, we can flad finite a a.n& b such that 

fb 
t 

1 « s <   |  p{z)dx   < la     Mow.- for such a and b sre msy divide the interval 

Ja 

.from st«l) into n equal intervals.* and mi can trsat each of the intervals as 

~i+l 

an eleasont from a finite set, with probability i:'(s)dz  of being selected,, 

AH tiio sonv/ixtixuis n~t in a to b is an n * 1st «le-iMnt with probability 

3 

11 
I 

•   m     StHBPB-itt,.W.r!.- -.--.-.-A  . . »-.,. 
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fb 

\ p(x)d3c, o Thus ve bar.« apprcndraated She continuous source by a discrete 

one and for each E we ear confute a eorrasponding entropy H & As wa lei n 

approach infinity, the approxünctioo is Vetter and better, bub unfortunately 

E^ also approaches :Ln±'inity» This, of course* is reasonable considering 

the biflifi or ,
EII« (ii^nrnta cntrw wraocst- but the*- doss not- as* fee the 

approach asv* more s#,tlsfaetcry as a way feo eom7>/»y-e continuous sources» 

In such situatiors it is very ofiwn the csse that the difference 

between the quantity desired and mother tjuaatity -which tends to infinity 

vitb n will itself tend to a. finite Unit« If this second quantity ean be 

chosen to be the same for ell. sourcee^ then the resulting differences ere 

w& choose a and b and TX divide the interval from a to b into n equal 

intervals» Each of these intervals is of length  Ax * (b-a)/«„ Whereas 

vo tried to gene "rails» 

pCxJ.ix log, p(Xj) AX 

and got into trouble, we new »xamine 

I 1; 
i m 
» 6 

• g! 

i  £ 

if 
if 

logg 4s   -       Z     p(x«) Äl°e2 P^xi^ AXo 

It is not difficult to ahc« that 

ÜJ! liffl 
b-* *>   n -y **» 
a-*oc    AI4 0 

i "• Off .     /S Tf *      °9     - _ 

n 
Z 
« 1 

>.f~. "»   *•* tog,, p^) Ö.XJ -i' 
- ^f      l £ 

\ m 
ii 

aBBffl",'. • 'IWIil...     l\ni.ll.#~£Z^2mm^illS,.-Zi*r~'i'l*'*'**'***?---- ..-    ^.i»i»:*»a* • 
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r p(x) log« p(ac)c 

This quantity, uei-tti is denoted R(x), is called the entropy of a continue 

sowe«.   It is well to keep in mind that th* contiffiiaü«: entropy i.3 not. 

en «tact analogue of the discrete entropy; and so certain differences in 

properties may be expected«    The surprising thing 5s lws? mary' of the rssülts 

are independent of the baso-Iine frcsn which she ul/S-srsto entropy i? Ä'-asureU; 

If there are too arguments 3: and y to fe* distribution (as In the 

case of noise), the Joint end conditional entropies are defined by 

HVX^.y ..   - -    j j  \>\**y!   -Ogg p\Sj>yj u~vj 

^(y)   - - / / p<x,y) log2 £^5g4 ^ 

i 

waeore 

f 

C 

p(y) * / p(x«y)dxa 

Mu^r of the theorens of ice discrete case carry over - u3UB31y 

quite dir»ct3y - to t>.a continuous case, but in addition there are certain 

aw theor«® which rei?k hwavily on the existence of a cooröixÄt-e system. 

We list soae of the »are is^ortant ones, of which the first is familiar 

tcad its other r=-jr are new. 

1„    H(x,y ) <   P(:0   *   H(y). 

»• 
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—t 

Hx(y) < H(y). 

2= If p(x) m 0 except on an rmtcrval of longlh v, then H(x) Is 

a maximum ( «• log« T) whan p(ü) • l/v for x In the iatervaio 

3- Cf the class of ."ül continuous one-dimensional distributions 

2 
with variance cr , the n< ^asals c* Gaussian, ia the on«* having maximum 

entropy,,   The value of the maximum is   log., 2(n)~' '~c<> 

Ijo    Of tl?s CISSE of all contir.nnus onc-diaensional cUstatfbutiens 

with raeam a > 0 snci with p(x) •» 0 far x < 0, ths sxpcnsntiaj. is the one 

having, maxiaxca entropy o    71» value of the maxims» is loß« •*« 

J>o   Unlike tliö discrete ceae, in which öütropy 2jTc»5ures the 

raodoaneas fin an fchsoltrüa ysy, the continuous entropy is a measure which 

1« relative to a coordinate system«   If ü» coordinate sysytam is «hanged* 

the entropy ia changed«,   ibis is not sarises^ be?revcr, since both the ehaanal 

e&paeity and the rate of infcr-isatisa transfer depend on the diffansnc«* 

of two entropies, and so they ase ijavariarrt under coordinate transformationo 

Reifih [83] states that he has shown that the definition of information 

rate used by Shannon is the only one of ?* ^road class of possible 'iefiaifciviiä 

which Is invariant under coordinate transfarms.tioiio 

A* 2 The Channel Capacity 

As in the discrete noisy case., tha channel capacity 0 is defined 

to be the laaxLraisa rate of transmission It • B(x) - ILXJO obtained by coi\slüorLnR 
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all possible distifibuti<j<as<>   This 1B eajilLy shoun to be 

One pssrücelsrly lEscrtaat esse in applications is that- la which the noise 

Is siaply «deled to t£n> aigaal sod is findspeisäs&t of it«   In th=.t oaee the 

•wnarcvj o*' w» aöiä» ass bs eesputsd»   If «e denote it by H(n)s the« 

0 - nax     H(y)   - H(n). 

Of course, if tfcss«: are restraints «a the clas» of admissible signals,. 

th* aBKJsiaation j« taken subject to these restraintso 

A staple, but teay taportant, electrical applicaticn of tne 

abare theerss is to the cs^e of a chaaaol which has a bandwidth of W 

cycles par second («ogop ». t#Lbmfaj«ns •ahich i?ill pass fr«n i&JO to 3??00 

cosies par second has a bs,aü»idth of 3,000 cyelsa per seeood)^ in which 

the tranianitter has an average power output of P and the noise is -«hits 

tbesml n©ise>(i»s.„ all frequencies are *juai3y repreiicr^i} =? iTri^igs 

poveyr 8"»    IE tills ease the channel capacity in bits per second is 

0   • W log^ (1 + <g)0 

ÜU-.3 I^f.« Oif TpftaamigHion 

•In the case of a dis«s?et<* source of information we Wö^e *«!« tö 

determine' a definite iwte of generating iisf eraauion, nes»2y ths entropy of 

the underlying otochsstis process» with a continuous source the situation 

*mm«*aFi.xz^itKim><iemmvitBmmil umm m L. i_;B!iBgn.»"sggr.--«aiJiw«»-»"r   *= »•-- v«   ---*(«*«TA&i-^s* - 
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la c^isidsrcbly innre involved»    In tba first plsca «. eoßt'jauoüs^r varlabla 

quantity can «ssatna an isif iaite Araber of values and requires, therefare* 

«a infinite nuafcer of binary digits for exact specifie&tica«   This aeasaa that 

to transmit the output- ft? « »wrfcinncus source with egact recovery at tin» 

receiving point inquire«, in general, s viiaimel of infinite capacity (in 

bits per sss*JEd)-    Sine«. ordinarily? cliasüeXs bars a ssrtain a-ssisrt cf 

noise s *nd t'wir'ftf«»'« a finite capacity, exact transmission is isflöossible« 

"Wils, however., u-adas the real issue-   Practically., we arc not 

iiit«r&ated in cssct tracsriBaion when we hare a continuous source, but miiir 

in trsunasdesjicn to within a certain tolerance o    The question is» can we 

*esi gn a definite rate to a continuous source when we require cn'Jy a certain 

fidelity of recovery, vaer-sured in e suitable way»    Of course» as the fidelity 

reqaireiisants are increased the jrate will iucreass.    It will be shosoa that 

we can« m vsr/ general  »uses, define s, «fete, Irving ths property +iiat; it 

:ia possible, by properly encoding the infersatiö»»    to transmit it over 

a eliHnr^"5 whose capacity is equsl to the rate in question- and satisfy the 

fidelity retirements'...    A öhäri.n«l of snutlles.- capacity ig iusuffieiaDt.-'' 

In.    ?!:.    5cH 

The noicc characi* r of the whole 3y,-rcöiri is;, «a bef05"-3a girsn 

by a distribution p(x:»y) which states in« distribution that the s;I~sX y 

lg rnisfiiTSu wh«n x is äento    The .fidelity ftf the syst• .is^ raugbxy. &u 

evaluation o\ how different y is on the average frcss xc    It is asstawjd to 

C 

be a function cf ths noise» tbat ?.s-, if it is »tsaaured by a i^al nuribsr it 

can be written in the form v(p(x»y))u    ünäßr quite broad conditions» WiU.vwi 

• mmwmumm'ir^i;. :w.***>*-,**~*'r,m».M-**.mmf 

«oKfcsjßl 
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T*e shall «at attempt to stets here (MO (.87}), it can be shown that • 

T<p(x»y)) * //p(x,y) p(x,,7) dx 4rr. 

Tb« rew..«TOJuecL funeticä P(K»J") IS essentially a measure of the difference 

•j 2 sad •"" and in. cssspotiss i.iss Üdsü^' it is veissited aaeoxvAr?? to 

law* 9EX>bab3j-i-£jy density of the *c-Int occurrence of x. and y.   It raay be 

illunina-!;ing to consider two Terr conaaon electrical criteria, of fidelity* 

11)W   fiiret   Ixi    UUÖ   •TÖ&l/-,luB£ii--aCpläTS   Cxxvaxvu]       mi.-.»4v7':> 

p(s,y) »    rT [x(t) - y(t)J2 dt, 1 
T   - 0 

and the ssa-and is the absolute error criterion, naraeüy* 

p(x»y)   • | 4 W** " y(*)i*t- 

Sow, the rate 3 of generating Infanaavdoii carrespandir^ to a gl« 

quality of reproduction Cf5-c!sU4y) • is defined to be the MrmauE B which 

is obtain«** Vm- *!rsrying p(y|l) niih v held, eonstantj iae», 

p(y|x) 
//p&CriT)   log,   r^feÖr   - •• *2   pw p«.y; 

subject to 

v M //p(xay) p(x,y) ds dy-, 

with tcis dai j jii tit'a» ann vita tiis.& of charrisl cspssity gi"sn in seotäcn 

A02* it can be shewn that if a SOVT«« has a rat© K for a valuation of 

fiäeiitöT v, then it is possible* to encode the output of the source and te 
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twuMBdt it- «?vw* a chanrMl with capacity C in such a aannsr that the 

firkjlitr is arbitrarily near v if; «B4 «aly if. H < C„     This is the 

rcmdaoeatal theatres £«*• the türaasisis^ion of inf ox: nation in the continuous 

saafl; 

1 

i 
x 
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Tb9 following greop of pspe»s asd bodfee «&dc>. vsrs 

osA'fiäÄsd in too ppsaaracioa of thia Tsoart inaLtuVa the ceirfcral 

warte on 12» theory of infamiüoji mä all of the urafcs »&icb 

«» ä-Siw 1«ö» «rü» ts> sassä (as sf sa».üy 195U) eoaetsaa •zSxu 

its ««linetAea tu pmdh&jzz?«   Thfi oi'aliogvaphy prepared by 

Swaqpsss {ySj 9«| is ®s*8 gsaersl thsü curs in lifaat it owvars 

tie «äicäs ar»a «f Cjfc«raetl"*a aaä wss äppüc*\J<-Acos sf ±•r«*«s~ 

Tica täeaqr in «t-ciaeeräjog «ad in the RSTOurtl bahs.v-j.C8Pa! asäesces 

(a» of early «L?53)0 tnr& it Is ncrä so ccuxLerce as oai^ £*«£• pajf- 

L 1.1 «Mvr •-'•»^^•'^•r-"''"=»«=»,^S5«aH01IBaja*5tX-«in-.'-S'ri^"« ini'äi«-- »•^"TlffiaF^gBgagMWEMir-»- 
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